Preface

In the late spring of 1998, a conference was held in the wonderful and rustic town of Banff, Alberta, situated deep in the heartland of the Canadian Rockies. There, over the course of three days and two nights, cognitive neuroscientists gathered to discuss and argue about issues that concerned the functional neuroimaging of cognitive processes. A great deal of data was presented, and a plethora of views were advanced. At times, people were convinced by the data and interpretations being put forward, but just as often, people were skeptical. So, the discussions and arguments would begin again. All in all, it was tremendous fun, and a very stimulating weekend!

Now, typically that would be the end of the story. Usually, when an intense meeting comes to a close, the participants brush themselves off, pick up their things, and head off for home; more tired than when they first arrived, and, hopefully, a little wiser as well. But this conference would prove to be very different. The discussions and arguments had highlighted to all that there was a very real need to put together a book on the functional neuroimaging of cognition. This book would have to do at least two things. It would have to provide a historical perspective on the issues and imaging results in a number of different cognitive domains. And for each domain, it would have to articulate where things stood currently, and where they might be heading. That is the goal of the present handbook.

The handbook was written with two types of readers in mind: those who are relatively new to functional neuroimaging and/or cognitive neuroscience, and those who are seeking to expand their understanding of cognitive and brain systems. It is our hope, and intention, that this unique combination of depth and breadth will render the book suitable for both the student and the established scientist alike. With a balanced blend of theoretical and empirical material, the handbook should serve as an essential resource on the functional neuroimaging of cognitive processes, and on the latest discoveries obtained through positron emission tomography (PET) and functional magnetic resonance imaging (fMRI). Indeed, in recent years the field of functional neuroimaging of cognition has literally exploded. From less than a dozen papers in 1994, the number of publications in this area increased to about 70 in 1995, and to more than 300 in 1999 (Cabeza & Nyberg, 2000, Journal of Cognitive Neuroscience, 12, 1–47). This handbook provides the reader with a comprehensive but concise account of this rapidly growing literature.

During its rapid development, functional neuroimaging has transformed itself several times, in terms of methods, topics of research, and subject populations. The handbook reviews and evaluates the progress of functional neuroimaging research along these three dimensions. The first part covers the history and methods of PET and fMRI, including physiological mechanisms (chapter 1), event-related paradigms (chapter 2), and network analysis techniques (chapter 3). The second part covers PET
and fMRI findings in specific cognitive domains: attention (chapter 4), visual recognition (chapter 5), semantic memory (chapter 6), language (chapter 7), episodic memory (chapter 8), and working memory (chapter 9). The third and final part addresses the effects of aging on brain activity during cognitive performance (chapter 10) and research with neuropsychologically impaired patients (chapter 11).

We are grateful to a great number of individuals who had a part in making this handbook a reality. Michael Gazzaniga supported our idea for this book and brought it to the attention of Michael Rutter at The MIT Press. Michael Rutter and Katherine Almeida have been instrumental in all phases of development of this project from its initiation to the production of the volume. And, of course, the authors needed to carry the project forth. In editing this handbook, we had substantial help from several anonymous reviewers, and generous support from the Alberta Heritage Foundation for Medical Research. Last but not least, we are thankful to our wives for their love, patience, and support.
INTRODUCTION

Since 1990 cognitive neuroscience has emerged as a very important growth area in neuroscience. Cognitive neuroscience combines the experimental strategies of cognitive psychology with various techniques to examine how brain function supports mental activities. Leading this research in normal humans are the new techniques of functional brain imaging: positron emission tomography (PET) and magnetic resonance imaging (MRI), along with event-related potentials (ERPs) obtained from electroencephalography (EEG) or magnetoencephalography (MEG).

The signal used by PET is based on the fact that changes in the cellular activity of the brain of normal, awake humans and unanesthetized laboratory animals are invariably accompanied by changes in local blood flow (for a review see Raichle, 1987). This robust, empirical relationship has fascinated scientists for well over a century, but its cellular basis remains largely unexplained despite considerable research.

More recently it has been appreciated that these changes in blood flow are accompanied by much smaller changes in oxygen consumption (Fox & Raichle, 1986; Fox et al., 1988). This leads to changes in the actual amount of oxygen remaining in blood vessels at the site of brain activation (i.e., the supply of oxygen is not matched precisely with the demand). Because MRI signal intensity is sensitive to the amount of oxygen carried by hemoglobin (Ogawa et al., 1990), this change in blood oxygen content at the site of brain activation can be detected with MRI (Ogawa et al., 1992; Kwong et al., 1992; Bandettini et al., 1992; Frahm et al., 1992).

Studies with PET and MRI and magnetic resonance spectroscopy (MRS) have brought to light the fact that metabolic changes accompanying brain activation do not appear to follow exactly the time-honored notion of a close coupling between blood flow and the oxidative metabolism of glucose (Roy & Sherrington, 1890; Siesjo, 1978). Changes in blood flow appear to be accompanied by changes in glucose utilization that exceed the increase in oxygen consumption (Fox et al., 1988; Blomqvist et al., 1994), suggesting that the oxidative metabolism of glucose may not supply all of the energy demands encountered transiently during brain activation. Rather, glycolysis alone may provide the energy needed for the transient changes in brain activity associated with cognition and emotion.

Because of the prominent role of PET and MRI in the study of human brain function in health and disease, it is important to understand what we currently know about the biological basis of the signals they monitor. Individuals using these tools or considering the results of studies employing them should have a working knowledge
of their biological basis. This chapter reviews that information, which is, at times, conflicting and incomplete.

While it is easy to conclude that much of this work transpired since 1990 or so because of its recent prominence in the neuroscience literature, in truth work on these relationships and the tools to exploit them has been developing for more than a century. In order to place present work in its proper perspective, a brief historical review of work on the relationships between brain function, blood flow, and metabolism is included.

Before beginning, it is useful to consider the intended goal of functional localization with brain imaging. This may seem self-evident to most. Nevertheless, interpretations frequently stated or implied about functional imaging data suggest that, if one is not careful, functional brain imaging could be viewed as no more than a modern version of phrenology.

It is Korbinian Brodmann (Brodmann, 1909) whose perspective I find appealing. He wrote: “Indeed, recently theories have abounded which, like phrenology, attempt to localize complex mental activity such as memory, will, fantasy, intelligence or spatial qualities such as appreciation of shape and position to circumscribed cortical zones.” He went on to say, “These mental faculties are notions used to designate extraordinarily involved complexes of mental functions. One cannot think of their taking place in any other way than through an infinitely complex and involved interaction and cooperation of numerous elementary activities. In each particular case [these] supposed elementary functional loci are active in differing numbers, in differing degrees and in differing combinations. Such activities are always the result of the function of a large number of suborgans distributed more or less widely over the cortical surface” (for these English translations see Garey, 1994: 254–255).

With this prescient admonition in mind, the task of functional brain imaging becomes clear: identify regions and their temporal relationships associated with the performance of a well-designed task. The brain instantiation of the task will emerge from an understanding of the elementary operations performed within such a network. The great strength of functional brain imaging is that it is uniquely equipped to undertake such a task and can do so in the brain of most interest to us, the human brain.

FUNCTIONAL NEUROIMAGING: A HISTORICAL AND PHYSIOLOGICAL PERSPECTIVE

Historical Background

The quest for an understanding of the functional organization of the normal human brain, using techniques to assess changes in brain circulation, has occupied man-
kind for more than a century. One has only to consult William James’s monumental two-volume text, *Principles of Psychology* (1890: I, 97), to find reference to changes in brain blood flow during mental activities. He references primarily the work of the Italian physiologist Angelo Mosso (1881), who recorded the pulsation of the human cortex in patients with skull defects following neurosurgical procedures. Mosso showed that these pulsations increased regionally during mental activity and concluded—correctly, we now know—that brain circulation changes selectively with neuronal activity.

No less a figure than Paul Broca was interested in the circulatory changes associated with mental activities as manifested by changes in brain temperature (Broca, 1879). Though best known for his seminal observations on the effect of lesions of the left frontal operculum on language function (Broca, 1861), Broca also studied the effects of various mental activities, especially language, on the localized temperature of the scalp of medical students (Broca, 1879). While such measurements might seem unlikely to yield any useful information, the reported observations, unbiased by preconceived notions of the functional anatomy of the cortex, were remarkably perceptive. Also active in the study of brain temperature and brain function in normal humans were Mosso (1894) and Hans Berger (1901). Berger later abandoned his efforts in this area in favor of the development of the electroencephalogram.

Despite a promising beginning, including the seminal animal experimental observations of Roy and Sherrington (1890), which suggested a link between brain circulation and metabolism, interest in this research virtually ceased during the first quarter of the twentieth century. Undoubtedly, this was due in part to a lack of tools sophisticated enough to pursue this line of research. In addition, the work of Leonard Hill, Hunterian Professor of the Royal College of Surgeons in England, was very influential (Hill, 1896). His eminence as a physiologist overshadowed the inadequacy of his own experiments that led him to conclude that no relationship existed between brain function and brain circulation.

There was no serious challenge to Hill’s views until a remarkable clinical study was reported by John Fulton in the journal *Brain* (Fulton, 1928). At the time of the report Fulton was a neurosurgery resident under Harvey Cushing at the Peter Bent Brigham Hospital in Boston. A patient presented to Cushing’s service with gradually decreasing vision due to an arteriovenous malformation of the occipital cortex. Surgical removal of the malformation was attempted but unsuccessful, leaving the patient with a bony defect over primary visual cortex. Fulton elicited a history of a cranial bruit audible to the patient whenever he engaged in a visual task. Based on this history, Fulton pursued a detailed investigation of the behavior of the bruit, which he could auscultate and record over occipital cortex. Remarkably consistent changes in the
character of the bruit could be appreciated, depending upon the visual activities of the patient. Opening the eyes produced only modest increases in the intensity of the bruit, whereas reading produced striking increases. The changes in cortical blood flow related to the complexity of the visual task and the attention of the subject to that task anticipated findings and concepts that have only recently been addressed with modern functional imaging techniques (Shulman, Corbetta, et al., 1997).

At the end of World War II, Seymour Kety and his colleagues opened the next chapter in studies of brain circulation and metabolism. Working with Lou Sokoloff and others, Kety developed the first quantitative methods for measuring whole brain blood flow and metabolism in humans. The introduction of an in vivo tissue autoradiographic measurement of regional blood flow in laboratory animals by Kety’s group (Landau et al., 1955; Kety, 1960) provided the first glimpse of quantitative changes in blood flow in the brain related directly to brain function. Given the later importance of derivatives of this technique to functional brain imaging with both PET and fMRI it is interesting to note the (dis)regard the developers had for this technique as a means of assessing brain functional organization. Quoting from the comments of William Landau to the members of the American Neurological Association meeting in Atlantic City (Landau et al., 1955): “Of course we recognize that this is a very secondhand way of determining physiological activity; it is rather like trying to measure what a factory does by measuring the intake of water and the output of sewage. This is only a problem of plumbing and only secondary inferences can be made about function. We would not suggest that this is a substitute for electrical recording in terms of easy evaluation of what is going on.” With the introduction of the deoxyglucose technique for the regional measurement of glucose metabolism in laboratory animals (Sokoloff et al., 1977) and its later adaptation for PET (Reivich et al., 1979), enthusiasm was much greater for the potential of such measurements to enhance our knowledge of brain function (Raichle, 1987).

Soon after Kety and his colleagues introduced their quantitative methods for measuring whole brain blood flow and metabolism in humans, David Ingvar, Neils Lassen, and their colleagues introduced methods applicable to man that permitted regional blood flow measurements to be made by using scintillation detectors arrayed like a helmet over the head (Lassen et al., 1963). They demonstrated directly in normal human subjects that blood flow changes regionally during changes in brain functional activity. The first study of functionally induced regional changes in blood flow using these techniques in normal humans, reported by Ingvar and Risberg at an early meeting on brain blood and metabolism (Ingvar & Risberg, 1965), was greeted with cautious enthusiasm and a clear sense of its potential importance for studies of human brain function by Seymour Kety (1965). However, despite many studies of function-
ally induced changes in regional cerebral blood that followed (Raichle, 1987; Lassen et al., 1978), this approach was not embraced by most neuroscientists or cognitive scientists. It is interesting to note that this indifference disappeared almost completely in the 1980s, a subject to which we will return shortly.

Godfrey Hounsfield (1973) introduced X-ray computed tomography (CT), a technique based upon principles presented by Alan Cormack (1963; see also Cormack, 1973). Overnight the way in which we look at the human brain changed. Immediately, researchers envisioned another type of tomography, positron emission tomography (PET), which created in vivo autoradiograms of brain function (Ter-Pogossian et al., 1975; Hoffman et al., 1976). A new era of functional brain mapping began. The autoradiographic techniques for the measurement of blood flow (Landau et al., 1955; Kety, 1960) and glucose metabolism (Sokoloff et al., 1977) in laboratory animals could now be used safely on humans (Reivich et al., 1979; Raichle et al., 1983). Additionally, quantitative techniques were developed (Frackowiak et al., 1980; Mintun et al., 1984) and, importantly, validated (Mintun et al., 1984; Altman et al., 1991) for the measurement of oxygen consumption.

Soon it was realized that highly accurate measurements of brain function in humans could be performed with PET (Posner & Raichle, 1994). Though this could be accomplished with measurements of either blood flow or metabolism (Raichle, 1987), blood flow became the favored technique because it could be measured quickly (<1 min) using an easily produced radiopharmaceutical (H$_2$O) with a short half-life (123 sec), which allowed many repeat measurements in the same subject.

The study of human cognition with PET was greatly aided in the 1980s by the involvement of cognitive psychologists, whose experimental designs for dissecting human behaviors using information-processing theory fit extremely well with the emerging functional brain imaging strategies (Posner & Raichle, 1994). It may well have been the combination of cognitive science and systems neuroscience with brain imaging that lifted this work from a state of indifference and obscurity in the neuroscience community in the 1970s to its current place of prominence in cognitive neuroscience.

As a result of collaboration among neuroscientists, imaging scientists, and cognitive psychologists, a distinct behavioral strategy for the functional mapping of neuronal activity emerged. This strategy was based on a concept introduced by the Dutch physiologist Franciscus C. Donders in 1868 (reprinted in Donders, 1969). Donders proposed a general method to measure thought processes based on a simple logic. He subtracted the time needed to respond to a light (say, by pressing a key) from the time needed to respond to a particular color of light. He found that discriminating color required about 50 msec. In this way, Donders isolated and measured a mental process
for the first time by subtracting a control state (responding to a light) from a task state (discriminating the color of the light). An example of the manner in which this strategy has been adopted for functional imaging is illustrated in figure 1.1.

One criticism of this approach has been that the time necessary to press a key after a decision to do so has been made is affected by the nature of the decision process itself. By implication, the nature of the processes underlying key press, in this example, may have been altered. Although this issue (known in cognitive science jargon as the assumption of pure insertion) has been the subject of continuing discussion in cognitive psychology, it finds its resolution in functional brain imaging, where changes in any process are directly signaled by changes in observable brain states. Events occur-

Figure 1.1
Four different hierarchically organized conditions are represented in these mean blood flow difference images obtained with PET. All of the changes shown in these images represent increases over the control state for each task. A group of normal subjects performed these tasks, involving common English nouns (Raichle et al., 1994; Petersen et al., 1988, Petersen et al., 1989), to demonstrate the spatially distributed nature of the processing by task elements going on in the normal human brain during a simple language task. Task complexity was increased from simply opening the eyes (row 1) through passive viewing of nouns on a television monitor (row 2); reading aloud the nouns as they appear on the screen (row 3); and saying aloud an appropriate verb for each noun as it appeared on the screen (row 4). These horizontal images are oriented with the front of the brain on top and the left side to the reader’s left. Z = 40, Z = 20, and Z = –20 indicate millimeters above and below a horizontal plane through the brain (Z = 0).
ring in the brain are not hidden from the investigator, as they are in the purely cognitive experiments. Careful analysis of the changes in the functional images reveals whether processes (e.g., specific cognitive decisions) can be added or removed without affecting ongoing processes (e.g., motor processes). Processing areas of the brain that become inactive during the course of a particular cognitive paradigm are illustrated in figure 1.2. Examining the images in figures 1.1 and 1.2 together yields a more complete picture of the changes taking place in the cognitive paradigm illustrated in these two figures. Clearly, some areas of the brain active at one stage in a hierarchically designed paradigm can become inactive as task complexity is increased. Changes of this sort are hidden from the view of the cognitive scientist, but they become obvious when brain imaging is employed.

Figure 1.2
Hierarchically organized subtractions involving the same task conditions as shown in figure 1.1, the difference being that these images represent areas of decreased activity in the task condition as compared to the control condition. Note that the major decreases occurred when subjects read the visually presented nouns aloud as compared to viewing them passively as they appeared on the television monitor (row 3), and when they said aloud an appropriate verb for each noun as it appeared on the television monitor as compared to reading the noun aloud (row 4). Combining the information available in figures 1.1 and 1.2 provides a fairly complete picture of the interactions between tasks and brain systems in hierarchically organized cognitive tasks studied with functional brain imaging. (From Raichle et al., 1994.)
A final caveat with regard to certain cognitive paradigms is that the brain systems involved do not necessarily remain constant through many repetitions of the task. Though simple habituation might be suspected when a task is tedious, this is not the issue referred to here. Rather, when a task is novel and, more important, conflicts with a more habitual response to the presented stimulus, major changes can occur in the systems allocated to the task. A good example relates to the task shown in figures 1.1 and 1.2 (row 4), where subjects are asked to generate an appropriate verb for visually presented nouns rather than simply to read the noun aloud, as they had been doing (Raichle et al., 1994). In this task, regions uniquely active when the task is first performed (figure 1.1, row 4, and figure 1.3, row 1) are replaced by regions active when the task has become well practiced (figure 1.3, row 2). Such changes have both practical and theoretical implications when it comes to the design and interpretation of cognitive activation experiments. Functional brain imaging obviously provides a unique perspective that is unavailable in the purely cognitive experiment.

Finally, another technology emerged contemporaneously with PET and CT. This was magnetic resonance imaging (MRI). MRI is based upon yet another set of phys-
ical principles that have to do with the behavior of hydrogen atoms or protons in a magnetic field. These principles were discovered independently by Felix Block (1946) and Edward Purcell and his colleagues in 1946 (Purcell et al., 1946), and expanded to imaging by Paul Lauterbur (1973). Initially MRI provided superb anatomical information, and inherent in the data was important metabolic and physiological information. An opening for MRI in the area of functional brain imaging emerged when it was discovered that during changes in neuronal activity there are local changes in the amount of oxygen in the tissue (Fox & Raichle, 1986; Fox et al., 1988). By combining this observation with a much earlier observation by Pauling and Coryell (1936) that changing the amount of oxygen carried by hemoglobin changes the degree to which hemoglobin disturbs a magnetic field, Ogawa et al. (1990) were able to demonstrate that in vivo changes in blood oxygenation could be detected with MRI. The MRI signal (technically known as T2* or “tee-two-star”) arising from this unique combination of brain physiology (Fox & Raichle, 1986) and nuclear magnetic resonance physics (Pauling & Coryell, 1936; Thulborn et al., 1982) became known as the blood oxygen level dependent (BOLD) signal (Ogawa et al., 1990). There quickly followed several demonstrations of BOLD signal changes in normal humans during functional brain activation (Ogawa et al., 1992; Kwong et al., 1992; Bandettini et al., 1992; Frahm et al., 1992), which gave birth to the rapidly developing field of functional MRI (fMRI).

In the discussion that follows, it is important to keep in mind that when a BOLD signal is detected, blood flow to a region of brain has changed out of proportion to the change in oxygen consumption (Kim & Ugurbil, 1997). When blood flow changes more than oxygen consumption, in either direction, there is a reciprocal change in the amount of deoxyhemoglobin present locally in the tissue, thus changing the local magnetic field properties. As you will see, both increases and decreases in the BOLD signal occur in the normal human brain.

**Metabolic Requirements of Cognition**

While many had assumed that behaviorally induced increases in local blood flow would be reflected in local increases in the oxidative metabolism of glucose (Siesjo, 1978), evidence from brain imaging studies with PET (Fox & Raichle, 1986; Fox et al., 1988) and fMRI (Kim & Ugurbil, 1997) have indicated otherwise. Fox and his colleagues (Fox & Raichle, 1986; Fox et al., 1988) demonstrated that in normal, awake adult humans, stimulation of the visual or somatosensory cortex results in dramatic increases in blood flow but minimal increases in oxygen consumption. Increases in glucose utilization occur in parallel with blood flow (Blomqvist et al., 1994; Fox et al., 1988), an observation fully anticipated by the work of others (Sokoloff et al.,
1977; Yarowsky et al., 1983). However, changes in blood flow and glucose utilization were much in excess of the changes in oxygen consumption, an observation contrary to most popularly held notions of brain energy metabolism (Siesjo, 1978). These results suggested that the additional metabolic requirements associated with increased neuronal activity might be supplied largely through glycolysis alone.

Another element of the relationship between brain circulation and brain function which was not appreciated prior to the advent of functional brain imaging is that regional blood flow and the fMRI BOLD signal not only increase in some areas of the brain appropriate to task performance but also decrease from a resting baseline in other areas (Shulman et al., 1997b), as shown in figure 1.2. An appreciation of how these decreases arise in the context of an imaging experiment is diagrammatically represented in figure 1.4. The possible physiological implications of these changes are discussed below.

Physiologists have long recognized that individual neurons in the cerebral cortex can either increase or decrease their activities from a resting, baseline firing pattern, depending upon task conditions. Examples abound in the neurophysiological literature (Georgopoulos et al., 1982). A parsimonious view of these decreases in neuronal activity is that they reflect the activity of inhibitory interneurons acting within local neuronal circuits of the cerebral cortex. Because inhibition is energy requiring (Ackerman et al., 1984), it is impossible to distinguish inhibitory from excitatory cellular activity on the basis of changes in either blood flow or metabolism. Thus, on this view a local increase in inhibitory activity would be as likely to increase blood flow and the fMRI BOLD signal as would a local increase in excitatory activity. How, then, might decreases in blood flow or the fMRI BOLD signal arise?

To understand the possible significance of the decreases in blood flow in functional imaging studies, it is important to distinguish two separate conditions in which they might arise. The less interesting and more usually referred to circumstance arises when two images are compared: one contains a regional increase in blood flow due to some type of task activity (e.g., hand movement that produces increases in contralateral motor cortex blood flow) and a control image that does not (in this example, no hand movement). In our example, subtracting the image associated with no hand movement from the image associated with hand movement reveals the expected increase in blood flow in motor cortex. Simply reversing the subtraction produces an image with a decrease in the same area. While this example may seem trivial and obvious, such subtraction reversals are often presented in the analysis of very complex tasks and in such a manner as to be quite confusing even to those working in the field. A diagrammatic representation of how this occurs is presented in figure 1.4.
Figure 1.4
Functional images obtained with positron emission tomography (PET) and functional magnetic resonance imaging (fMRI) represent comparisons between two conditions usually referred to as a *control state* and a *task state*. The *task state* is designed to contain specific mental operations of interest. Because the *task state* invariably contains additional mental operations not of interest, a *control state* is selected which contains those operations to be ignored yet does not contain the operations of interest in the task state. Depending on the actual changes in brain activity in each state and the comparison made between states, the resulting changes depicted in the functional image will have either a positive (figure 1.1) or negative (figure 1.2) sign. This figure is designed to illustrate how the sign (i.e., positive or negative change) arises from the primary image data. Absolute changes (Absolute Magnitudes) are represented on the left for a hypothetical area in the brain as monitored by either PET or fMRI. The horizontal axis on the left represents 4 states studied in the course of a hypothetical imaging experiment. An Absolute Magnitude above the horizontal axis (A) represents an increase over the other states studied while an Absolute Magnitude below this axis (B) represents a decrease. The comparisons (i.e., 2.1, 3.2, and 4.3) leading to the functional images themselves are shown on the right (Difference Magnitudes). It should be appreciated from this figure that the sign of the change in the functional image is dependent on both the change in activity within an area during a particular task (Absolute Magnitudes) and the particular comparison subsequently made between states (Difference Magnitudes). These general principles should be kept in mind when evaluating data of the type shown in figures 1.1 to 1.3.
The second circumstance (figure 1.4) in which decreases in blood flow and the fMRI BOLD signal appear is not due to the above type of data manipulation (i.e., an active task image subtracted from a passive state image). Rather, blood flow and the fMRI BOLD signal actually decrease from the passive baseline state (i.e., the activity in a region of brain has not been first elevated by a task). The usual baseline conditions from which this occurs consist of lying quietly but fully awake in an MRI or PET scanner with eyes closed or passively viewing a television monitor and its image, be it a fixation point or a more complex stimulus (figure 1.2, row 3). In the examples discussed by Shulman and colleagues (1997b) areas of the medial orbital frontal cortex, the posterior cingulate cortex, and precuneus consistently showed decreased blood flow when subjects actively processed a wide variety of visual stimuli as compared to a passive baseline condition (compare with the example shown in figure 1.2).

The hypothesis one is led to consider, regarding these rather large area reductions in blood flow, is that a large number of neurons reduce their activity together (for one of the few neurophysiological references to such a phenomenon see, Creutzfeldt et al., 1989). Such group reductions could not be mediated by a local increase in the activity of inhibitory interneurons, since this would be seen as an increase in activity by PET and fMRI. Rather, such reductions are likely mediated through the action of diffuse projecting systems like dopamine, norepinephrine, and serotonin, or through a reduction in thalamic inputs to the cortex. The recognition of such changes probably represents an important contribution of functional brain imaging to our understanding of cortical function, and should stimulate increased interest in the manner in which brain resources are allocated on a large systems level during task performance.

The metabolic accompaniments of these functionally induced decreases in blood flow from a passive baseline condition were not initially explored, and it was tacitly assumed that such reductions would probably be accompanied by coupled reductions in oxygen consumption. Therefore, it came as a surprise that the fMRI BOLD signal, based on tissue oxygen availability, detected both increases and decreases during functional activation (figure 1.5). Decreases in the BOLD signal during a task state as compared to a passive, resting state have been widely appreciated by investigators using fMRI although, surprisingly, formal publications on the subject have yet to appear.

Complementing these observations from functional brain imaging on the relationship between oxygen consumption and blood flow during decreases are earlier quantitative metabolic studies of a phenomenon known as cerebellar diaschisis (Martin & Raichle, 1983; Yamauchi et al., 1992). In this condition, there is a reduction in blood flow and metabolism in the hemisphere of the cerebellum contralateral to an injury to the cerebral cortex, usually a stroke. Of particular interest is the fact that blood flow
is reduced significantly more than oxygen consumption (Martin & Raichle, 1983; Yamauchi et al., 1992). The changes in the cerebellum are thought to reflect a reduction in neuronal activity within the cerebellum due to reduced input from the cerebral cortex. One can reasonably hypothesize that similar, large-scale reductions in systems-level activity are occurring during the course of normal functional brain activity (Shulman, Fiez, et al., 1997).

Taken together, the data we have at hand suggest that blood flow changes more than oxygen consumption in the face of increases as well as decreases in local neuronal activity (figure 1.6). Glucose utilization also changes more than oxygen consumption during increases in brain activity (at present we have no data on decreases in glucose utilization) and may equal the changes in blood flow in both magnitude and spatial extent (Blomqvist et al., 1994; Fox et al., 1988). Though surprising to many, these results were not entirely unanticipated.

Experimental studies of epilepsy in well-oxygenated, passively ventilated experimental animals (Plum et al., 1968) had indicated that blood flow increased in excess of the oxygen requirements of the tissue. During the increased neuronal activity of a seizure discharge increase in the brain venous oxygen content was routinely observed (Plum et al., 1968). Because of the increase in blood pressure associated with the seizure discharge, the fact that blood flow exceeded the oxygen requirements of the tissue was attributed to a loss of cerebral autoregulation (Plum et al., 1968). A similar con-
cern was expressed about equally prescient experiments involving brain blood flow changes during sciatic nerve stimulation in rodents (Howse et al., 1973; Salford et al., 1975). However, experiments by Ray Cooper and his colleagues largely circumvented that concern (Cooper et al., 1966, 1975). They demonstrated that oxygen availability measured locally in the cerebral cortex of awake patients undergoing surgery for the treatment of intractable epilepsy increased during changes in behavioral activity (e.g., looking at pictures, manual dexterity, reading). These changes in oxygen availability occurred in the absence of any change in blood pressure and were observed during normal brain function in humans. Surprisingly, these observations were largely ignored until the work of Fox and his colleagues called attention to the phenomenon in normal human subjects with PET (Fox & Raichle, 1986; Fox et al., 1988).

Interpretation of these blood flow-metabolism relationships during changes in functional brain activity are at present controversial. Several schools of thought have emerged. One hypothesis that addresses the role of glycolysis in brain functional activation is most eloquently articulated by Pierre Magistretti and colleagues, based on their work with cultured astrocytes (Tsacopoulos & Magistretti, 1996; Bittar et al., 1996). On this theory, increases in neuronal activity stimulated by the excitatory
amino acid transmitter glutamate result in relatively large increases in glycolytic metabolism in astrocytes. The energy supplied through glycolysis in the astrocyte is used to metabolize glutamate to glutamine before it is recycled to neurons. Coupled with estimates that increased firing rates of neurons require little additional energy over and above that required for the normal maintenance of ionic gradients (Creutzfeldt, 1975), this leads to the hypothesis that the primary metabolic change associated with changes (at least increases) in neuronal activity are glycolytic and occur in astrocytes.

In somewhat greater detail, neuronal activation results in sodium ion influx and potassium efflux. This is accompanied by an influx of protons into neurons, initially alkalinizing the extracellular space, which results in alkalinization of the astrocyte (Chesler & Kraig, 1987). Alkalinization of the astrocyte results in stimulation of glycolysis (Hochachka & Mommsen, 1983), the breakdown of glycogen (Swanson et al., 1992), and the production of both pyruvate and lactate in excess of astrocyte metabolic needs and despite normal tissue oxygenation. The lactate can then leave the astrocyte and be taken up by neurons to be oxidatively metabolized (Dringen, Wiesinger, et al., 1993). Because glucose metabolism exceeds oxygen consumption during increases in neuronal activity (Fox et al., 1988), another fate for lactate must be sought. This might possibly occur through enhanced removal from the brain by flowing blood, a hypothesis for which at present we have only indirect evidence (Knudsen et al., 1991; Lear & Kasliwal, 1991), or reincorporation into astrocytic glycogen (Dringen, Schmoll, et al., 1993).

Additional support for this hypothesis comes from in vivo observations that increases in neuronal activity are associated with glycogenolysis in astrocytes (Harley & Bielajew, 1992), a convenient source of readily available energy for such a process that is located in a cell uniquely equipped enzymatically for the process (Bittar et al., 1996; Harley & Bielajew, 1992). Finally, measurements of tissue lactate with magnetic resonance spectroscopy (MRS) in humans (Prichard et al., 1991) and with substrate-induced bioluminescence in laboratory animals (Ueki et al., 1988) has shown localized increases in tissue lactate during physiologically induced increases in neuronal activity.

Not surprisingly, the above hypothesis has been challenged and alternatives have been offered to explain the observed discrepancy between changes in blood flow and glucose utilization, which appear to change in parallel, and oxygen consumption, which changes much less than either. One suggestion is that the observed discrepancy is transient (Frahm et al., 1996). Measuring brain glucose, lactate concentrations, and blood oxygenation with MRI and MRS in normal human volunteers, Frahm and colleagues (1996) observed a rise in visual cortex lactate concentration that peaked after
3 min of visual stimulation and returned to baseline after six min of continuous stimulation. During this same period of time, blood oxygen concentration was initially elevated but also returned to baseline by the end of the stimulation period. In a complementary study Hyder and colleagues (1996) similarly suggest, on the basis of MRS studies of anesthetized rats during forepaw stimulation, that “oxidative CMRGluc supplies the majority of energy during sustained brain activation.” However, in a very careful study of this question in awake humans by Bandettini and associates (1997), they conclude from their own data and a careful analysis of the literature that BOLD signal changes and blood flow remain elevated during prolonged periods of brain activation, provided that there is no habituation to the presented stimulus. This conclusion is entirely consistent with the original observations of Fox and Raichle (1986).

Another popular hypothesis is based on optical imaging of physiologically stimulated visual cortex by Grinvald and his associates (Malonek & Grinvald, 1996). In their work they measure changes in reflected light from the surface of visual cortex in anesthetized cats. Using wavelengths of light sensitive to deoxyhemoglobin and oxyhemoglobin, they note an almost immediate increase in deoxyhemoglobin concentration, followed, after a brief interval, by an increase in oxyhemoglobin that, though centered at the same location as the change in deoxyhemoglobin, is greater in magnitude and extends over a much larger area of the cortex than the changes in deoxyhemoglobin. They interpret these results to mean that increases in neuronal activity are associated with highly localized increases in oxygen consumption which stimulate a vascular response, delayed by several sec, that is large in relation to both the magnitude of the increase in oxygen consumption and the area of cerebral cortex that is active.

In other words, by their theory, increases in neuronal activity in the cerebral cortex are associated with increased oxidative metabolism of glucose. Because the blood flow response to the change in neuronal activity is relatively slow, oxygen reserves in the area of activation are temporarily depleted. When the blood flow response does occur, after a delay of 1–3 sec, it exceeds the needs of the tissue, delivering to the active area of cortex and its surroundings oxygen in excess of metabolic needs. This hypothesis has stimulated interest in the use of high-field-strength MRI systems to detect the initial oxygen depletion predicted by the small increases in deoxyhemoglobin (Menon et al., 1995). The hope would be that both spatial and temporal resolution of fMRI would be improved by focusing on this postulated early and spatially confined event.

Support for the hypothesis of Malonek and Grinvald (1996) comes from theoretical work by Buxton and Frank (1997). In their modeling work they show that in an idealized capillary tissue cylinder in the brain, an increase in blood flow in excess of the increased oxygen metabolic demands of the tissue is needed in order to maintain
proper oxygenation of the tissue. This results from the poor diffusivity and solubility of oxygen in brain tissue. On this theory, blood flow remains coupled to oxidative metabolism, but in a nonlinear fashion designed to overcome the diffusion and solubility limitations of oxygen in brain tissue so as to maintain adequate tissue oxygenation.

Although the hypothesis that reactive hyperemia is a normal and necessary consequence of increased neuronal activity merits careful consideration, several observations remain unexplained. First, it does not account for the increased glucose utilization that parallels the change in blood flow observed in normal humans (Fox et al., 1988; Blomqvist et al., 1994) and laboratory animals (Ueki et al., 1988; Woolsey et al., 1996; Greenberg et al., 1997). Second, it does not agree with the observations of Woolsey and his associates (1996) as well as of others (Greenberg et al., 1997), who have demonstrated a remarkably tight spatial relationship between changes in neuronal activity within a single rat-whisker barrel and the response of the vascular supply, as well as of glucose metabolism, to that barrel. There is little evidence in these studies for spatially diffuse reactive hyperemia surrounding the stimulated area of cortex. Third, in the paper by Malonek and Grinvald (1996) the initial rise in deoxyhemoglobin seen with activation is not accompanied by a fall in oxyhemoglobin, as would be expected with a sudden rise in local oxygen consumption that precedes the onset of increased oxygen delivery to the tissue. In the presence of somewhat conflicting evidence on capillary recruitment in brain (Woolsey et al., 1996; Greenberg, Sohn, & Hand, 1997; Powers, Hirsch, & Cryer, 1996) that could explain this observation, we should exercise caution in accepting uncritically the data of Malonek and Grinvald until an explanation for this particular discrepancy is found and better concordance is achieved with other experiments. Clearly, more information is needed on the exact nature of the microvascular events surrounding functional brain activation. Finally, we are left without an explanation for the observation that when blood flow decreases below a resting baseline during changes in the functional activity of a region of the brain (see figure 1.2), a negative BOLD signal arises because blood flow decreases more than the oxygen consumption.

One final caveat should be mentioned. From the perspective of this review, it would be easy to assume that because blood flow and glucose utilization appear to increase together, and more than oxygen utilization, during increases in neuronal activity, the increase in blood flow serves to deliver needed glucose. Recent data from Powers and his colleagues (1996) suggest otherwise. They noted no change in the magnitude of the normalized regional blood flow response to physiological stimulation of the human brain during stepped hypoglycemia. They concluded that the increase in blood flow associated with physiological brain activation was not regulated by a mechanism
which matched local cerebral glucose supply to local cerebral glucose demand (Powers et al., 1996).

So what are we to conclude? Any theory designed to explain functional brain imaging signals must accommodate three observations. *First*, local increases and decreases in brain activity are reliably accompanied by changes in blood flow. *Second*, these blood flow changes exceed any accompanying change in the oxygen consumption. If this were not the case, fMRI based on the BOLD signal changes could not exist. *Third*, though paired data on glucose metabolism and blood flow are limited, they suggest that blood flow changes are accompanied by changes in glucose metabolism of approximately equal magnitude and spatial extent.

Several additional factors must be kept in mind in the evaluation of extant data and the design of future experiments. *Anesthesia*, a factor present in many of the animal experiments discussed in this review, may well have a significant effect on the relationships among blood flow, metabolism, and cellular activity during brain activation. Also, *habituation* of cellular activity to certain types of stimuli (Frahm et al., 1996; Bandettini et al., 1997), as well as rapid, practice-induced *shifts in the neuronal circuitry* used for the performance of a task (see figure 1.3), may complicate the interpretation of resulting data if overlooked in experiments designed to investigate these relationships.

At present we do not know why blood flow changes so dramatically and reliably during changes in brain activity or how these vascular responses are so beautifully orchestrated. These questions have confronted us for more than a century and remain incompletely answered. At no time have answers been more important or intriguing than now, because of the immense interest focused on them by the use of functional brain imaging with PET and fMRI. We have at hand tools with the potential to provide unparalleled insights into some of the most important scientific, medical, and social questions facing mankind. Understanding those tools is clearly a high priority.

**ISSUES**

Since about 1970 members of the medical and scientific communities have witnessed a truly remarkable transformation in the way we are able to examine the human brain through imaging. The results of this work provide a strong incentive for continued development of new imaging methods. Because of the dramatic nature of much of this imaging work and its intuitive appeal, highly creative people from a wide variety of disciplines are increasingly involved. Such people have a choice of many questions on which they can fruitfully spend their time. It remains important to detect subatomic
particles, to probe the cosmos, and to sequence the human genome, but to this list we can now add the goal of observing and understanding the human brain at work.

In such a rapidly evolving field it is difficult to make long-range predictions about advances in imaging over the next decade. Functional MRI will likely play an increasingly dominant role in the day-to-day mapping of the brain. The ability to track single cognitive events in individual subjects (see above) is just one of a number of innovations that make fMRI such a powerful and appealing tool for this work. Combining fMRI with ERPs, recorded with either EEG or MEG, will likely provide the spatial and temporal information necessary to understand information processing in the human brain. Whether fMRI has any chance to accomplish all of this alone remains an open question.

PET was obviously a pivotal technique in establishing functional brain imaging. Some might consider its role now only of historical interest. That is unlikely to be the case. PET remains our gold standard for the measurement of many critical variables of physiological interest in the brain, such as blood flow, oxygen consumption, and glucose utilization (to name the most obvious). We have much left to learn about the signals that give rise to fMRI. With so much at stake, understanding these signals must be a high priority item on our agenda. PET will play a significant role in this work.

Functional imaging of the future will undoubtedly involve more than measurements directly related to moment-to-moment changes in neuronal activity (e.g., changes in BOLD contrast). Also of importance will be changes in neurotransmitter and neuromodulator release (e.g., diffuse projecting systems involving dopamine, norepinephrine, and serotonin). Such changes are probably involved in learning, reinforcement of behavior, attention, and sensorimotor integration. Here PET is at present in almost sole possession of the agenda. A recent behavioral study with PET demonstrating the release of dopamine in the human brain during the performance of a goal-directed motor task illustrates what is in store (Koepp et al., 1998).

With all of this dramatic recent progress we must never forget our debt to those whose vision and determination laid the necessary groundwork.
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NOTES

1. Some have wondered whether these reductions in blood flow are merely the hemodynamic consequence of increases elsewhere (i.e., an intracerebral steal phenomenon). Such a hypothesis is very unlikely to be correct because of the tremendous hemodynamic reserve of the brain (Heistad and Kontos, 1983) and also because there is no one-to-one spatial or temporal correlation between increases and decreases (e.g., see figures 1.1 and 1.2).

2. Wilder Penfield is frequently given credit for the observation that venous oxygenation increases during a seizure discharge (i.e., “red veins on the cortex”). Careful reading of his many descriptions of the cortical surface of the human brain during a seizure fail to disclose such a description. Rather, he describes quite clearly the infrequent appearance of arterial blood locally in pial veins after a focal cortical seizure, “…the almost invariable objective alteration in the exposed hemisphere coincident with the onset of the fit is a cessation of pulsation in the brain” (Penfield, 1937, p. 607).
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INTRODUCTION

An ongoing challenge in the exploration of human cognition is developing and applying methods that can link underlying neuronal activity with cognitive operations. A complete understanding of the functional anatomy of cognition will ideally encompass knowledge of how cognitive operations arise at the level of individual neurons and up to the level of distributed systems of brain areas, and how the functional properties at one level give rise to functional properties at another. This level of understanding, of course, is a distant target. As a field, functional neuroimaging is beginning modestly and entering into explorations at a few select points where current experimental methods give glimpses of the functional anatomy of human cognition. Several methods are widely available and discussed throughout this book, including those based on electrophysiological and related methods (e.g., EEG and MEG), those based on studying brain injury, and, most recently, those based on hemodynamic measures (e.g., PET and fMRI). The focus of this chapter is on these latter two methods—PET and fMRI, which are referred to as functional neuroimaging methods.

Functional neuroimaging methods provide a means of measuring local changes in brain activity (Frackowiak & Friston, 1995; Posner & Raichle, 1994; Roland, 1993). In less than an hour or two, a healthy young subject can be led through a noninvasive battery of imaging procedures that yields a picture of active brain areas across a number of conditions. Imaging can be done on normal as well as compromised brains. However, current neuroimaging methods are not without their limitations and challenges. For example, current methods depend on indirect measurements of brain activity (hemodynamics) that are both sluggish in timing and poorly understood. Nonetheless, careful application of neuroimaging techniques can provide a window through which to view the neural basis of cognitive functions.

In this chapter, the basis of each method (PET and fMRI) and how the two relate to one another are briefly described. Particular focus is placed on a set of methods referred to as event-related fMRI (ER-fMRI). These methods allow functional neuroimaging procedures to regain the experimental flexibility afforded to traditional cognitive paradigms, including imaging brain areas active during rapidly presented, randomly intermixed types of trials and data analysis based on subject performance. Throughout the chapter, clarifying examples of applications are given that focus on memory. However, the principles illustrated in such examples apply equally to all areas of cognition, including attention, language, and emotion.
FUNCTIONAL NEUROIMAGING METHODS: PET AND FMRI

Physiological Basis and Limitations of PET and fMRI

Both PET and fMRI measure brain activity indirectly by taking advantage of a fortuitous physiologic property: when a region of the brain increases activity, both blood flow and the oxygen content of the blood in that region increase (figure 2.1). PET uses radiolabeled tracers to visualize the blood flow changes related to neural activity (Raichle, 1987). fMRI, which has been widely applied only since about 1995, most commonly visualizes neural activity indirectly, through changes in oxygen content of the blood (Kwong et al., 1992; Ogawa et al., 1990, 1992). The signal arises because changes in blood flow bring more oxyhemoglobin into a region than is utilized by local regions of increased neural activity. The net result is a decrease in deoxhemoglobin concentration in the blood, which conveys a signal that can be detected with
MRI. This signal is commonly referred to as the Blood Oxygenation Level Dependent (BOLD) contrast mechanism. Other metabolic and hemodynamic contrast signals appropriate for both PET and fMRI exist but are much less commonly used.

Several sources of data suggest that signals detected by PET and fMRI are valid measurements of local changes in neuronal activity. First, studies of primary visual cortex activation have capitalized on a well-understood retinotopic organization to demonstrate predictable activation patterns (e.g., DeYoe et al., 1996; Engel et al., 1997; Fox et al., 1997; Sereno et al., 1995) and suggest a current practical resolution of about 3 to 6 mm (e.g., Engel et al., 1997; Raichle, 1987). Resolution at this level can be used for mapping within large cortical areas (e.g., V1), as well as to identify smaller cortical areas (e.g., LMT). Subregions of prefrontal cortex can also be separated with this resolution. Imaging at this resolution, however, would not resolve the columnar organization within a functional area (but see Menon et al., 1997). Second, there is evidence that neuroimaging can track and characterize neuronal activity over time. When it has been prolonged or when multiple visual stimuli have been presented to subjects, the hemodynamic signal summates across the separate (Dale & Buckner, 1997; Fox & Raichle, 1985) and continuous (Boynton et al., 1996; Konishi et al., 1996) evoked neuronal events, as would be predicted for a measurement linked to neuronal activity (although deviations from this pattern can be found; Friston et al., 1997; Vazquez & Noll, 1998). Neuromaging methods have also demonstrated reliability across independent subject groups and even imaging modality (e.g., PET compared to fMRI; Clark et al., 1996; Ojemann et al., 1998).

However, while such findings are indicative of the success of neuroimaging methods in detecting and measuring activity, both techniques come with several limitations that must be considered. A discussion of limitations is important, not to undermine the utility of the techniques discussed here but to understand more critically the types of questions that can successfully be posed, given current technology, and to understand the advances and refinements that must be made before the range of the questions can be expanded. Specifically, it is unlikely that PET or currently applied fMRI will provide much information about local physiologic properties, such as whether a net activity change relies on inhibitory or excitatory synapses, or on the relative combinations of the two. For instance, studies with current functional neuroimaging methods yield only information about net changes in activity (both excitatory and inhibitory) within brain regions spanning several millimeters or more. Furthermore, hemodynamics in response to neuronal activity is revealed on a temporal scale far longer than the neuronal activity itself. For example, for a brief sensory event lasting fractions of a second, hemodynamic changes will take place over 10–12 sec
Evidence also exists that there may be residual effects that last as long as a minute (Fransson et al., 1999). While this limitation is less apparent for PET methods, which average data over time periods of 30 sec to 1 min, this temporal “blurring” of the signal is an acknowledged limitation for fMRI studies, which can potentially detect changes occurring in well under 1 sec (Cohen & Weisskoff, 1991). Fortunately, the exact restrictions on measurements are not as severe as one might imagine. In fact, recent developments in fMRI paradigm design have shown that meaningful signals can be extracted for events occurring much more rapidly than once every 10 sec. For example, various fMRI methods have taken advantage of the reliable timing of the evoked blood flow signal to demonstrate temporal resolution at the subsecond level (Burock et al., 1998; Menon et al., 1998; Rosen et al., 1998). In addition, changes in neural activity associated with individual trials or components of a trial in a task can be observed (and will be discussed more extensively below under “Issues Related to Task Design”).

As one illustration of these kinds of paradigms, Richter et al. (1997), in a dramatic example of the temporal resolution and sensitivity of fMRI, captured brain activity associated with a single momentary cognitive act of mentally rotating a stimulus, without recourse to averaging over events. O’Craven and Kanwisher (in press) have demonstrated a similar level of temporal precision and sensitivity by showing that—on a trial-by-trial basis—brain activity associated with presentation of faces could be elicited by having an individual simply imagine a single face (without the actual stimulus present). However, despite continued advances in efforts to expand the temporal resolution capabilities of fMRI and PET, researchers who wish to focus on the fine-grained analysis of the temporal cascade of brain activity across areas will most likely continue to rely on techniques more directly coupled to neuronal activity, such as EEG, MEG, and perhaps even human optical imaging (Gratton & Fabiani, 1998).

Several differences beyond temporal precision exist between PET and fMRI that are worth mentioning. In contrast to PET, which requires an intravenous injection of a radioactive isotope, fMRI is completely noninvasive, requiring only that the subject lie still within the MRI scanner and comply with the behavioral procedures (DeYoe et al., 1994). In addition, compared to PET, fMRI is relatively inexpensive and can be performed on scanners already available within most major hospitals, positioning it as a method available for widespread clinical use. However, fMRI does have disadvantages in regard to PET in that it is extremely sensitive to a number of artifacts that can impede examination of brain function, especially brain motion, which poses one of the most severe challenges to fMRI data collection. Brain motion arising from many sources, such as subject movement or even motion on the order of millimeters associated with the respiratory and cardiac cycles, can disrupt the ability to acquire
fMRI data. Motion correction algorithms (e.g., Woods et al., 1998) and head immobilization techniques are routinely used to reduce these difficulties, but motion remains a serious challenge to fMRI studies, especially those concerned with clinical populations. In addition, while overt speech responses are routinely used in the design of PET studies, it is difficult (though not impossible) to image overt speech production during fMRI studies because of the head motion and changes in air volume associated with overt speech (e.g., see Barch et al., 1999; Birn et al., in press; Phelps et al., 1997). With continued technological advances and methodological innovations in research, it seems likely that these limitations due to motion will be overcome in time.

Another limitation of BOLD-contrast fMRI, at least as it is most often applied, is that it does not afford uniform brain sampling. Due to issues surrounding the physics of image acquisition, functional images are insensitive to regions near orbital frontal cortex and in the anterior temporal lobes (Ojemann et al., 1997). In these regions the signal-to-noise ratio is extremely low. Thus, when null results are found in these regions, it is important not to interpret them as a case of no change in brain activity. Rather, a limitation of the the imaging method should be acknowledged by realizing that the method does not sample brain activity in those regions.

While PET has disadvantages in terms of invasiveness and temporal sampling, there is one area in which it has a clear current advantage: quantitation. PET can provide relatively accurate measurements of absolute blood flow (and some other metabolic measures); fMRI currently cannot. Because of this, in addition to images of structural lesions, images of “functional” lesions, such as areas distant from structural lesions that show metabolic abnormalities, can be obtained and can potentially be correlated with behavioral measures, as is often done with structural lesions.

**Issues Related to Task Design**

Beyond basic technical considerations, one must also confront issues of the practical application of neuroimaging techniques to questions about human cognition. Namely, how can tasks and trials within a task be constructed to disentangle brain-based cognitive operations? This topic presents a number of challenges, and no single answer exists. In fact, many of the authors of chapters in this volume may disagree on specific solutions. Nonetheless, there are a number of constraints and issues that must be faced.

A common goal in conducting neuroimaging studies is to begin to isolate, either by well matched task comparisons or through convergence across multiple studies, the processing roles of specific brain areas. The difficulty in accomplishing this goal is that brain activity changes are revealed as (1) relative changes between pairs of tasks, (2) gradual or nonlinear changes across a series of tasks, or (3) correlations between tasks
or measures across subjects. Absolute measures are currently not possible. Relative
change between two tasks or a series of tasks must be designed to disentangle cogni-
tive operations based on relative comparisons.

The basic paradigm construct most commonly used is to have subjects engage in
a target behavioral task for a period of time and then contrast that task period with
periods where subjects perform a reference task. For example, the subject might per-
form a target task such as a word retrieval task, and the measurement obtained dur-
ing the performance of that task would be contrasted with a measurement obtained
when the subject performed a matched reference task, such as the passive viewing of
words with no retrieval demand. The logic of this paradigm construct is that brain
activity will change between the two task states and will correlate selectively with the
manipulated task demands (e.g., the difference between the word retrieval task and
the passive word viewing task will reveal activity associated with retrieval of words
and any other task demands that differ between them). When using fMRI, images
are taken of the brain repeatedly and in sequence (as rapidly as one set of whole-brain
images every 2 sec). Brain areas of activation are identified by examining which
specific regions change signal intensity as the task state changes from the reference
condition (word viewing or fixation) to the target task (word retrieval). Statistical
procedures ranging from simple, direct comparisons between task states to more elab-
orate assessments of interactions and correlations among task states can then be em-
ployed to identify those regions whose activity change is unlikely to occur by chance
(Frackowiak & Friston, 1995). Correlation of activity with subjects’ behavioral per-
formance is also possible.

One issue associated with task paradigms of this form is that they may cause dif-
ferences in the processing strategies (or cognitive sets) adopted by subjects during task
performance via the blocking of trials, which may result in differential patterns of
neural activity that do not have to do with the item-specific processes elicited by the
individual trials per se. It is easy to envision such a situation in its extreme form, such
as when two task blocks being compared differ markedly in how individual trials (or
lack of trials) modulate the arousal level of a subject (for a particularly problematic
example of confounding arousal level, see Buckner, Raichle et al., 1996). This issue
crops up, however, in considerably more subtle forms in cognitive paradigms where
subject strategies may be influenced by the predictability of events.

An illustration of this issue comes from blocked studies of recognition memory
(Buckner, Koutstaal, Schacter, Dale, et al., 1998; Buckner, Koutstaal, Schacter,
Wagner, et al., 1998; Rugg et al., 1996; Wagner, Desmond, et al., 1998). Debate arose
as to the role of certain prefrontal areas in memory retrieval. Rugg et al. (1996), in
an influential study, suggested that certain prefrontal areas were most active during
trials where subjects successfully retrieved information. The manner in which this conclusion was derived, however, may have influenced the interpretation. In this study and those which preceded it, blocks of trials that had fewer or greater numbers of successfully retrieved items were the basis of exploration. Rugg and colleagues noted that blocks with the most successfully retrieved items activated certain prefrontal areas to the greatest degree.

More recently, paradigms have been developed that avoid the problems of analyzing and interpreting data from blocked designs by isolating individual trials of tasks—“event-related” fMRI (ER-fMRI) procedures (Buckner, Bandettini, et al., 1996; Dale & Buckner, 1997; Josephs et al., 1997; Rosen et al., 1998; Zarahn et al., 1997). These procedures allow experimenters to contrast activity associated with different trial types and even to disentangle activity associated with subcomponents of a trial. In a comparison of an ER-fMRI study and a blocked trial study of memory retrieval similar to that of Rugg et al. (1996), Buckner et al. (Buckner, Bandettini, et al., 1998; Buckner, Koutstaal, Schacter, Dale, et al., 1998) were able to show that modulation of the prefrontal areas in relation to retrieval success was closely tied to the use of a blocked trial procedure; ER-fMRI separation of successfully retrieved and correctly rejected items indicated equal levels of prefrontal signal change. The preliminary conclusion is that the blocked trial paradigm, where item events are predictable, may have encouraged subjects to adjust their strategy (implicitly or explicitly) and influenced prefrontal participation. In other words, set effects specific to an encouraged strategy may have resulted (Düzel et al., 1999; Wagner, Desmond, et al., 1998). ER-fMRI paradigms can circumvent this issue by presenting trials randomly and contrasting different trial types under conditions where the specific upcoming event type cannot be predicted.

More generally, ER-fMRI methods have broadly expanded the spectrum of task designs and analytical techniques that can be used in neuroimaging studies. As illustrated in the example above, ER-fMRI allows paradigms to move from “blocked” testing procedures in which long periods of task performance are integrated, to paradigms that isolate individual trial events or subcomponents of trial events. This provides much greater flexibility in experimental design by allowing for selective averaging of stimulus events or task conditions that may be intermixed on a trial-by-trial basis, as is done in most behavioral studies. Moreover, by focusing on responses to single events rather than to extended blocks, ER-fMRI provides a means of examining questions regarding the dynamics and time course of neural activity under various conditions. Because of its importance to the field and its general relevance to understanding the hemodynamic signal being detected by both PET and fMRI, it is worthwhile to consider the basis of ER-fMRI in more detail.
**Event-Related fMRI**

The development of ER-fMRI has followed the development of our understanding of the basic principles of the BOLD-contrast hemodynamic response, as elucidated by fMRI and optical imaging studies (e.g., Malonek & Grinvald, 1996). The blood properties contributing to the BOLD signal are most likely similar to blood flow signals measured with PET, although it is difficult to support the link precisely. Specifically, there are two key characteristics of the BOLD hemodynamic response most relevant to cognitive task paradigms: (1) it can be detected following even brief periods of stimulation and (2) it can be characterized by a predictable response function.

The first characteristic of the BOLD hemodynamic response—that it can be elicited by a brief period of neuronal activity—was observed soon after BOLD-contrast became available for functional neuroimaging. Blamire et al. (1992) noted that visual stimuli presented for 2 sec were sufficient to produce detectable hemodynamic responses. Bandettini (1993) demonstrated signal changes in response to even shorter task events, examining responses to finger movements for durations ranging from 0.5 sec to 5 sec. In all situations, including the 0.5 sec finger movement, clear increases in the hemodynamic signal were present. Following these early studies were a number of similar investigations of motor and visual stimulation (Boulanouar et al., 1996; Humberstone et al., 1995; Konishi et al., 1996; Savoy et al., 1995). A bit later this finding was carried over to the realm of cognitive paradigms, where the source of stimulation is not as precisely defined and more subtle responses are elicited.

Buckner, Bandettini, et al. (1996) observed that subtle signal changes in visual and prefrontal brain areas can be detected during isolated trials of a word generation task. Kim et al. (1997) examined responses to tasks involving subject-initiated motor preparation. They detected event-related responses in motor and visual cortex. These and other observations make it clear that fMRI can detect hemodynamic responses to very brief neuronal events, making it possible to be utilized in a truly event-related fashion (Rosen et al., 1998). And, as mentioned, a number of cognitive tasks paradigms have already exploited these methods (e.g., Brewer et al., 1998; Buckner, Goodman, et al., 1998; Carter et al., 1998; Cohen et al., 1997; Courtney et al., 1997; Wagner, Schacter, et al., 1998).

The second characteristic of the BOLD hemodynamic response is the nature and reliability of the shape of the response to a given brief, fixed interval of neuronal activity. Early studies using sustained stimulation paradigms (e.g., Kwong et al., 1992) noted that the hemodynamic response is delayed in onset from the time of presumed neural activity by about 2–6 sec. The work of Blamire et al. (1992) confirmed this finding for brief sensory events, and further demonstrated that the hemodynamic
response is prolonged in duration, lasting on the order of 10–12 sec. Certain, more subtle, components of the response may have considerably longer recovery periods (Fransson et al., 1999). From this information, investigators began to incorporate explicit models of the hemodynamic response function into analyses of time-series data, in order to better account for the response lag and delayed offset properties. Analysis methods have been developed to exploit the power and unique characteristics of ER-fMRI paradigms more specifically (Clark et al., 1997; Dale & Buckner, 1997; Friston et al., 1998; Josephs et al., 1997; Zarahn et al., 1997). Several approaches are now being explored that utilize full implementation of the statistical framework of the general linear model (GLM) (e.g., Josephs et al., 1997; Friston et al., 1998; Zarahn et al., 1997). Such methods promise the most flexibility because interactions of event types with time and performance variables can be easily coded.

An important question in the application of ER-fMRI paradigms is the boundary conditions for effectively applying the methods (e.g., how close in time separate trial events can be presented). Extremely rapid presentation rates (less than 2 sec between sequential events) are feasible and provide a powerful means of mapping brain function (Burock et al., 1998). Several distinct issues relate directly to this conclusion. The first issue concerns the linearity of the BOLD response over sequential neuronal events. As mentioned above, recent work in early visual cortex suggests that, on first approximation, changes in intensity or duration have near linear and additive effects on the BOLD response (Boynton et al., 1996). These findings appear to hold for higher cognitive processes as well, in that similar results have been observed through manipulations of intensity (load) and duration within working memory paradigms (Cohen et al., 1997). Moreover, data from visual sensory responses suggest that the hemodynamic response of one neural event summates in a roughly linear manner on top of preceding events (Dale & Buckner, 1997). Subtle departures from linear summation have been observed in nearly every study that has examined response summation, and in certain studies, the nonlinearities have been quite pronounced (Friston et al., 1997; Vazquez & Noll, 1998). Fortunately, using parameters typical to many studies, the nonlinearities may be subtle enough, in certain situations, to still be considered approximately linear.

These findings suggest that it may be possible to carry out ER-fMRI studies using presentation rates (about 1 event per 2 sec or less) that are much faster than the time course of the BOLD response. Directly relevant to this, Dale and Buckner (1997) showed that individual responses to sensory stimuli can be separated and analyzed by using overlap correction methods. Burock et al. (1998) pushed this limit even farther by randomly intermixing sensory stimuli at a rate of 1 stimulus every 500 msec.
Recent rapid ER-fMRI studies of higher-level cognitive processes, such as repetition priming (Buckner, Goodman, et al., 1998), face memory (Clark et al., 1998), and memory encoding (Wagner, Schacter, et al., 1998), suggest the procedures can be effectively applied to cognitive tasks and higher-order brain regions (e.g., prefrontal cortex).

**Example of an Application of Functional Neuroimaging: Episodic Memory Encoding**

As an example of how the variety of paradigms and functional neuroimaging methods can be used to study cognition, a series of tasks that examine encoding into episodic memory can be considered. Episodic memory is the form of memory concerned with recollection of specific events from the past (Tulving, 1983). Relevant to this discussion, a number of neuroimaging studies using both PET and fMRI, blocked and event-related paradigms, and both young and older adults have been used to explore episodic encoding, providing an illustration of the many aforementioned principles and the multiple ways in which functional neuroimaging can be effectively applied.

The most basic kind of episodic memory encoding task that can be conducted is an intentional memorization task in a blocked task paradigm. During such a task, subjects are presented with a series of items, such as words, and are directly instructed to memorize the words. Alternatively, encoding can be encouraged incidentally by having subjects make a meaning-based semantic decision about each word. Meaning-based elaborative processes promote memorization independent of any intent to remember (e.g., Craik & Lockhart, 1972).

Blocked task paradigms have examined intentional and incidental encoding with PET and fMRI (Demb et al., 1995; Fletcher et al., 1995; Kapur et al., 1994, 1996; Kelley et al., 1998). Kapur and colleagues (1994) conducted a study of encoding using a paradigm prototypical of PET studies. In their study, subjects in one task were presented with a series of words and were instructed to decide, for each word, whether it represented a living (e.g., “dog”) or nonliving (e.g., “car”) entity. Eighty words were presented during the task and a PET image was acquired over a 60-sec period, averaging activity over the brain during that epoch. A second task was examined that was identical in format except the task instruction was to decide whether each word contained the letter “a.” One of the two tasks (living/nonliving judgment or letter detection) was presented to the subject about every 10 min—leaving a period of time for the subjects to rest while the level of radiation returned to an acceptable baseline. Memory performance on a later recognition test differed markedly between the two tasks, with the meaning-based processing task showing significantly greater recognition performance. Inferences about brain areas active during encoding were made by...
directly comparing the images acquired during the living/nonliving task and the letter detection task. They found that several areas within left prefrontal cortex were significantly more active during the meaning-based task, including areas falling along the left inferior frontal gyrus (Brodmann’s areas 45, 46, and 47).

Blocked task paradigms can be conducted in a quite similar manner using fMRI, as illustrated by a study of Demb et al. (1995). Much like Kapur et al. (1994), they used a task encouraging incidental encoding. Their meaning-based processing task, however, required subjects to decide whether words were abstract (e.g., “think”) or concrete (e.g., “anvil”), and their reference task involved deciding whether words were in uppercase or lowercase letters. Words were presented sequentially in task blocks (similar to PET) and brain activity was temporally integrated over the averaged blocks.

Several subtle differences existed between the two studies owing to the exact constraints of PET and fMRI. In the study of Demb et al. (1995), task blocks involving the meaning-based decision immediately followed those involving the surface-based uppercase/lowercase decision. The tasks alternated every 40 sec for a period of about 5 min. Such a design allows activity to be compared across task blocks that occur close together in time. Thus, while PET requires task blocks to be separated by long periods, fMRI does not. One advantage of this difference in design is that a considerable amount of data can be acquired in an individual subject using fMRI. Consistent with this, Demb et al. (1995) not only were able to generalize the PET findings of Kapur et al. (1994) to fMRI, but also could clearly detect activity in left prefrontal cortex along the inferior frontal gyrus in individual subjects. One further difference to note is that Demb et al. (1995) imaged activity over only a relatively small portion of the brain (within frontal cortex). While this was a limitation at the time, fMRI studies can now sample activity over the whole brain (barring the regions of signal loss). Buckner and Koutstaal (1998), for example, replicated the study of Demb et al. (1995) using whole-brain imaging procedures.

How else might blocked trial encoding studies be conducted? The studies of Kapur et al. (1994) and Demb et al. (1995) compared two task states that each involved similar presentation of words and response selection demands, but differed in terms of task demands related to encoding. The goal was to hold as many processes as possible in common across the tasks and isolate those related to encoding. Both tasks isolated left frontal regions. We refer to this form of task comparison as “tight” because as many variables as possible are held constant between the two tasks being compared. Another approach could have been to make a much broader comparison, without as much control over possibly interacting variables; for instance, a comparison between the meaning-based task promoting encoding and a low-level reference condition involving rest or visual fixation with no word presentation. We refer to this form of
task comparison as “loose.” Buckner and Koutstaal (1998) made such a loose comparison, using tasks adopted directly from Demb et al. (1995). In their fMRI study, the abstract/concrete meaning-based processing task was compared to a low-level reference condition where subjects simply fixated on a crosshair. The shallow uppercase/lowercase processing task was also compared to the fixation task. This approach might seem odd if the only goal were to isolate areas related to encoding; however, such an approach has several merits.

First and most important, it is not always possible to trust that an experiment has been conducted successfully and that appropriate data have been collected. Imaging methods are noisy, and not all data sets are equal. Some subjects comply, others do not; and, for unknown reasons, there is a belief that some compliant subjects show minimal activation responses due to physiological factors. Whether this belief can be substantiated with data or not, many investigators would agree some subjects repeatedly provide high-quality data while others provide low-quality data. In any individual subject or group of subjects it is often impossible to tell, in advance, what kind of data will result. By making loose task comparisons, activity related to highly predictable regions is not balanced across tasks and can be used to evaluate the quality of data.

For example, in addition to processes related to encoding, the meaning-based decision task required subjects to view words and make motor responses. These demands did not occur in the fixation reference task, where no word stimuli were presented and no responses were made. A strong prediction is that primary visual and motor cortex should be activated for tasks, such as the meaning-based decision task, that involve visual and motor processing (and this activation was in fact evident in the actual study). Observation of activity within these regions does not necessarily tell us about cognitive operations, but it does tell us about the quality of the data. Thus, rather than being dependent solely upon evaluation of activation patterns that are perhaps unknown, as is the case in many tight task comparisons, loose task comparisons can be designed to allow the evaluation of activity changes within predictable locations and, therefore, help to determine the quality of data obtained in a given study.

A second reason to use a loose task comparison is that it is often desirable to survey the entire set of brain areas active during a task and not just the select few that differ in the tight task comparison. For example, left frontal cortex is consistently activated during tasks promoting verbal encoding into episodic memory (Tulving et al., 1994). However, left frontal cortex has been only intermittently reported during episodic retrieval of verbal materials. This finding led to the proposal by Tulving and colleagues (1994) that left frontal cortex is preferentially involved in encoding (as compared to right frontal cortex) and right frontal cortex is preferentially involved in
retrieval (as compared to left frontal cortex). While we do not disagree that there is some truth to these statements, the latter statement is somewhat misleading, in that the impression is given that left frontal cortex is not robustly activated during episodic retrieval. Quite to the contrary, left frontal cortex is activated robustly during episodic memory retrieval for verbal materials (Buckner et al., 1995), and the impression of strong preferential involvement of right frontal cortex (to the exclusion of left) is partly an artifact of using only a specific form of tight task comparison (Buckner, 1996; Petrides et al., 1995).

Most PET studies of verbal episodic retrieval have compared episodic retrieval of words to a reference task that involves meaning-based elaboration on words. In these studies, left frontal cortex was likely activated to similar degrees across both tasks and was absent in the tight task comparison (consistent with the intent of these tight task comparisons, which sought to control for elaborative verbal processes). In the few instances where additional loose task comparisons were examined, left frontal cortex was clearly present (e.g., Buckner et al., 1995; Petrides et al., 1995). This illustration serves as an example of why it is necessary to determine all of the active areas during a task—both those selective for specific manipulated task demands and those more generally involved in a broad class of tasks.

For these reasons we believe loose task comparisons are important in cognitive functional neuroimaging studies. However, it would be unreasonable to suggest that only loose task comparisons should be included in a study. Loose task comparisons come with their own interpretational challenges (Binder et al., 1999; Shulman et al., 1997). Given the amount of data that can be acquired in fMRI studies, it is often possible to include a variety of task comparisons that involve both loose comparisons, which give information about the entire network of areas active during a task, and tight comparisons, which serve to isolate specific cognitive operations. One can even imagine a parametric design where several tasks are compared that progressively differ in their ability to promote encoding, and all are compared to each other, as well as to a low-level reference task (for such an example in the domain of working memory, see Braver et al., 1997). Interactions within factorial designs are possible as well (Frackowiak & Friston, 1995).

One last point on this issue is worth mentioning. Any single task comparison is likely to be problematic and provide a biased piece of the overall puzzle. Task analyses may be incomplete, and set effects are probably encouraged during blocked testing procedures in ways we have not yet envisioned. Therefore, convergence and multiple approaches to the same cognitive question should be the rule of thumb.

Along these lines, it is possible to consider a second class of studies that can be conducted to isolate encoding processes based on ER-fMRI designs. ER-fMRI para-
digms allow one to isolate and extract information associated within individual trials rather than being restricted to temporally averaging over sequential trials. As an example of how ER-fMRI can parallel blocked trial procedures, we consider an ER-

fMRI extension of the PET study of Kapur et al. (1994) and the fMRI study of Demb et al. (1995). Rotte et al. (1998) conducted a study in which they randomly intermixed meaning-based and shallowly processed trials. Identical in task construct to Demb et al. (1995), they presented words, one at a time, and randomly cued each trial as to whether the subject should classify the word as abstract or concrete (the meaning-based task), or as uppercase or lowercase. However, the subjects could not anticipate which kind of decision would be required (i.e., set effects were held to a minimum). In addition, randomly interspersed throughout the study were catch trials where no words were presented: subjects simply continued to fixate within these trials as they would normally do between trials. Using ER-fMRI selective averaging procedures (Dale & Buckner, 1997), they were able to show again that meaning-based processing—at the individual item level—was associated with left frontal activation along the inferior frontal gyrus. These words were recognized, on average, more often than words cued for the shallow uppercase/lowercase decision, providing yet another link between left frontal activation and verbal encoding processes.

Another way in which ER-fMRI studies can be conducted has yielded perhaps the strongest link for left frontal involvement in encoding. Trial events can be sorted on the basis of subject performance. Using event-related fMRI, Wagner, Schacter, and colleagues (1998) sorted words by whether they were remembered or forgotten on a later recognition test (similar to many ERP studies; Halgren & Smith, 1987; Paller, 1990; Rugg, 1995). In their study, again extending from Demb et al. (1995), only a single task was used to promote encoding (the abstract/concrete judgment task). Subjects were presented a series of words, one every 2 sec, and instructed to decide whether each word was abstract or concrete. Interspersed throughout the study were catch trials, similar to those mentioned above, where no words were presented. From the subject’s point of view, the task appeared as a continuous stream of words with the same goal: meaning-based classification. The catch trials caused the words to appear randomly in time so that subjects experienced gaps between some words and not others, but otherwise, the gaps did not alter the nature of the single meaning-based classification task the subjects were attempting to complete. No reference was made to the fact that a memory test would follow.

After imaging, subjects received a surprise recognition test enabling the experimenter to identify which words were remembered and which were forgotten. The final step involved post hoc sorting of the trials. All trials in which subjects processed words that they later remembered were separated from those that involved forgotten
items. Comparing activity associated with words remembered to activity associated with words forgotten showed significantly increased activity in left inferior frontal gyrus in regions similar to those identified by Kapur et al. (1994) and the studies that followed. Brewer et al. (1998) noted similar frontal activation during an ER-fMRI paradigm involving picture processing, but in their study, encoding correlated with right frontal cortex rather than left frontal cortex.

Taken collectively, the studies discussed above show the variety of the kinds of paradigms that can be conducted using functional neuroimaging methods. Different paradigm constructs will be optimal for different cognitive questions. In the study of encoding, convergent results have been suggested by all paradigm constructs ranging from blocked trial PET studies to ER-fMRI paradigms: activity within frontal cortex correlates with episodic memory encoding (Buckner et al., 1999).

Flexibility in the application of functional neuroimaging methods extends beyond the kind of paradigm that can be employed. All of the studies discussed to this point focus on the study of healthy young participants. However, PET and fMRI procedures are not restricted to studies of young adults. For instance, several studies have begun to address effects of aging on brain areas active during memory encoding. Grady et al. (1995), in an influential study, examined brain areas activated during encoding of faces in young and in elderly subjects. Consistent with observations that normal young subjects show prefrontal activation during encoding (as mentioned above), young subjects in their study showed left prefrontal activation during the (nonverbal) encoding task. Elderly subjects, however, did not show significant left prefrontal activation, and the direct comparison between young and old subjects was significant. Medial temporal cortex activity also showed differences between age groups, although the direct comparison was not significant. The relevance of this finding is tied to the behavioral results: elderly subjects recognized significantly fewer of the faces than young subjects. Elderly subjects may have failed to adopt appropriate encoding strategies that would activate left frontal regions and promote encoding (Buckner & Koutstaal, 1998). Thus, as a consequence of misapplied frontally mediated encoding strategies, their recognition performance may have suffered.

Cabeza et al. (1997) noted a complementary finding in a PET study of encoding and retrieval. In their study, young adults showed left frontal activation increases during verbal encoding and additional right-lateralized frontal activation during retrieval. By contrast, older adults showed minimal frontal activity during encoding (similar to Grady et al., 1995) and more bilateral activity during retrieval. Cabeza and colleagues argued that advanced age is associated with two forms of neural change: (1) age-related decreases in local regional activity, indicating less efficient processing, and (2) age-related increases in activity, indicating functional compensation. Thus,
the basic kinds of paradigm constructs used with young adults can be applied to older adult populations, and this ability to link neural activity to behavioral performance demonstrates the power of applying these neuroimaging techniques to our basic understanding of cognition.

ISSUES

As we have discussed, a number of issues regarding the limits of the application of functional neuroimaging methods are still in debate and provide an important focus for further research. For instance, Menon et al. (1998) have demonstrated that fMRI procedures can map changes in hemodynamic offsets within regions by as little as a few hundred milliseconds or less (see also Rosen et al., 1998). These data suggest that combining high-speed MRI techniques with event-related task paradigms can be used to map quite rapid hemodynamic changes. Unfortunately, the ultimate limits of temporal resolution with fMRI will most likely be imposed by the underlying changes in physiology that they measure, which are (for BOLD-contrast) fairly indirect, temporally blurred, and affected by differences in regional vasculature (Lee et al., 1995). Across regions of cortex, the hemodynamic response may be systematically offset on the order of seconds in spite of the stable within-region measurements made by Menon et al. (1999).

Transient coordination of neuronal activity known to occur across segments of the cortex on time scales of tens to hundreds of milliseconds will likely remain the domain of techniques capable of resolving more direct correlates of brain activity at such short time scales (e.g., EEG, MEG). These techniques are capable of meaningful, rapid measurements of brain activity but, today, provide relatively coarse spatial resolution. In order to overcome this limitation, methods for combining the temporal resolution of EEG and MEG with the spatial resolution of fMRI are being developed (Dale et al., 1995; Dale & Sereno, 1993; Heinze et al., 1994; Snyder et al., 1995). Using such methods, it may become possible to study the precise spatiotemporal orchestration of neuronal activity associated with cognitive processes. Event-related fMRI allows a refinement of such integration by affording the ability to study the same paradigms in both fMRI settings and during EEG and MEG sessions. Several investigators have suggested that EEG could be conducted simultaneously with fMRI or PET measurements.

Another avenue of future investigation is likely to be in relation to comparisons across populations, in both normal and clinically diagnosed individuals. For example, there has been growing interest in comparisons across age groups. Older adults perform differently than young adults on memory tasks. Why? Functional neuroimag-
ing provides a possible leverage point on this issue, and this can be seen in published studies (e.g., Cabeza & Nyberg, 1997; Grady et al., 1995). Considerably more can be done and will continue to be done. For instance, pathological states of aging, where memory and cognition are most severely impaired, have been investigated minimally to date.

However, conducting functional neuroimaging studies in older adults and across patient groups brings with it a number of challenging technical hurdles. We must progress cautiously, however; basic assumptions about the methods cannot be taken for granted. For example, there is some evidence that the coupling between neural activity and hemodynamics is compromised in older adults. Ross et al. (1997) have suggested that there may be substantial decrements in the amplitude of the hemodynamic response in older as compared to younger adults, even for sensory responses evoked in visual cortex. Taoka et al. (1998) found differences in the timing (shape) of the hemodynamic response that correlated with age. However, a thorough study by D’Esposito and colleagues portrayed a more optimistic picture (D’Esposito et al., 1999). While they showed evidence for differences in the signal-to-noise ratio across age groups and a trend for differences in the between-group variance of the hemodynamic response, the overall shape of hemodynamic response was similar across age groups. Clearly, more work is needed to place constraints on how we are to interpret between-group differences. Moreover, little is known about the behavior of the hemodynamic response in older adults with dementia and other neurological disorders. Nonetheless, the fact that studies are being conducted and are obtaining reliable signal changes in these populations, makes it clear that the methods applied to healthy young adults can be fruitfully applied across other populations (patient groups, different subject groups) as well.
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INTRODUCTION

This chapter emphasizes how we can understand the neurobiology of cognition from the perspective of interacting neural systems. Part of the emphasis is on analyses of functional neuroimaging data that attempt to identify how the influences which brain regions have on one another change across different cognitive and behavioral operations. Henceforth, such analyses will be referred to as network analyses. We will start by outlining the theoretical motivation for network analyses; next, we will discuss various statistical methods that can be used. Examples of results will be provided, with a focus on cognitive domains that have been discussed in the other chapters and that, in our opinion, constitute very clear examples of how network analyses go beyond more traditional univariate data analysis.

Why should you conduct network analyses? The underlying idea that motivates analyses of interactions among brain regions is that cognitive processes result from such interactions. That is, processes such as memory or attentional operations do not result from the workings of single brain areas, but rather from the “collaboration” of several areas. This is not a new perspective unique to the field of functional neuroimaging. It has a long history that arose out of early anatomical, neuropsychological, and physiological studies (Lashley, 1933; Finger, 1994). Importantly, though, by being able to sample whole-brain activity, functional neuroimaging techniques are especially well suited to provide empirical support for the operation of large-scale neurocognitive networks. In order to do so, however, it is necessary to go beyond the standard way of analyzing functional neuroimaging data. This usually involves comparison of the activity pattern associated with the execution of a target task against that associated with a reference task such that a map of differential activity emerges. For example, it may be found that relative to the reference task, the target task is associated with increased activity in regions A, B, and C, and with decreased activity in regions D and E. The outcome of such an analysis of relative changes in regional activity may be interpreted in terms of components of networks (i.e., regions A–E form a functional network), but this outcome alone does not constitute an index of the network operation. Some of the regions that showed differential activity may not be part of a specific functional network. Moreover, regions where activity does not change significantly as a function of the manipulation may be part of the relevant network (as exemplified below). And, most important, the network that serves a particular function must be quantified while those regions are engaged in that function. Therefore, techniques such as those described below must be considered:
How can you conduct network analyses? There are several ways to analyze functional interactions among brain regions. Partly, the selection of data analytic technique may be affected by the type of neuroimaging data to be analyzed. Here, we will for most part be concerned with data generated by measuring brain blood flow with positron emission tomography (PET), but the analytic tools we describe below are just as easily applied to functional MRI (Büchel & Friston, 1997) and serve a purpose similar to that of tools used in electrophysiology (for a discussion of similar analyses of electrophysiological data, see Aertsen et al., 1987; Nunez et al., 1997).

In the context of introducing tools for network analyses, it is useful to consider the distinction between effective and functional connectivity (e.g., Friston, 1994; Gerstein et al., 1978). Functional connectivity can be defined as the correlation of activity among brain regions—no reference is made to how a correlation is mediated. For example, a strong correlation between the activity in two regions may be driven by a shared functional relation with a third region. In contrast, in the case of effective connectivity, the influence that one region has on another is directly estimated. A measure of effective connectivity requires constraints that are not imposed in estimates of functional connectivity. For example, one constraint may be derived through a combination of anatomical and functional information and allows conclusions of region-to-region influences. Others may be imposed through the use of a multiple regression analysis (McIntosh & Gonzalez-Lima, 1994; Friston, 1994). In what follows, we will describe techniques that address both functional and effective connectivity (see table 3.1), starting with functional techniques. Following the description of techniques, a brief discussion of their relative merits will be presented.

Horwitz (1989) laid the foundation for analyses of interactions among brain regions by presenting results of analyses of pairwise regional interrelations. It is possible to select a region and analyze how the activity in this region correlates, across subjects, with activity in the rest of the brain (a sort of seed-region correlation anal-

<table>
<thead>
<tr>
<th>Table 3.1</th>
<th>Techniques for Network Analyses</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Connectivity</strong></td>
<td><strong>Analytic Technique</strong></td>
</tr>
<tr>
<td>Functional</td>
<td>Pairwise regional interrelations</td>
</tr>
<tr>
<td></td>
<td>Partial least squares</td>
</tr>
<tr>
<td></td>
<td>Principal components analysis</td>
</tr>
<tr>
<td>Effective</td>
<td>Structural equation modeling</td>
</tr>
<tr>
<td></td>
<td>Between-subjects model</td>
</tr>
<tr>
<td></td>
<td>Within-subjects model</td>
</tr>
<tr>
<td></td>
<td>Multiple regression</td>
</tr>
</tbody>
</table>
ysis). The specific region may be selected a priori, but the selection can also be guided by results of activation analyses. The result of such a correlational analysis is a map of brain areas that are interrelated with the selected region. To identify task-related changes in correlation patterns, the map can be compared with another map based on data from a second task (see Horwitz et al., 1992).

McIntosh (e.g., McIntosh et al., 1997) has presented a multivariate extension of the procedure proposed by Horwitz, using partial least squares (PLS). By sorting the correlations into what is similar and what is different across tasks, PLS facilitates the comparison of the correlation maps across experimental conditions. It can also be used when it is of interest to use more than one seed region. For example, McIntosh et al. (1997) used the PLS procedure to analyze whole-brain correlation maps formed from a left hippocampal and two right prefrontal brain regions. The results revealed that some of these regions had a similar correlation pattern across all four conditions, but task-specific correlation patterns involving one or more of the three regions were also observed. More recently, McIntosh et al. (1999) showed that the pattern of left prefrontal functional connectivity could distinguish subjects that were aware of stimulus relationships in a sensory learning task from subjects who were not aware of the relationships. Without the aid from PLS, such interrelations would have been impossible to identify.

PLS can also be used to analyze activation data. Here, “task” PLS identifies spatial patterns of brain activity that represent the optimal association between brain images and a block of contrast vectors coding for the experimental design (see McIntosh, Bookstein, et al., 1996). PLS is similar to some other multivariate analytic procedures that attempt to relate brain regions and experimental conditions (e.g., Friston et al., 1993; see McIntosh, Bookstein, et al., 1996, for discussion and Worsley et al., 1997 for an extension to fMRI). As with the seed-region version of PLS, task PLS is a multivariate analysis of activation changes that serves to identify distributed systems that as a whole relate to some aspect of the experimental design. As such, task PLS can be considered a form of network analysis. An example of results from a task PLS analysis is given in figure 3.1.

Figure 3.1 shows results from a task PLS analysis of data from a PET study of episodic memory encoding and retrieval (Nyberg, McIntosh, et al., 1996). The study had seven conditions, each consisting of a single word presented in the center of a computer screen or to the left or right of fixation. The instructions given to the subject provided a bias to a particular cognitive operation. In reference to the labels on the x-axis of the graph, “Read” refers to a baseline task where subjects simply read the word; “Item-Enc” was a task involving explicit encoding of single words; “Item-Ret” was a task involving yes/no recognition of single words encoded in the previous con-
Figure 3.1
Example of results of a task PLS analysis.
dition; “Loc-Enc” involved the encoding of single words as well as the location of the word on the screen (left or right of fixation); “Loc-Ret” was a task that involved remembering whether test words at study had been presented to the left or right of fixation; “Temp-Enc” involved encoding of single words as well as whether the word came from a designated first or second list; “Temp-Ret” involved remembering of whether test words had been part of the first or second study list.

PLS analysis of task differences identified “singular images” representing a task effect and “brain scores” that indicate the variation of the task effect across scans. The brain images identify areas that distinguish between encoding and retrieval conditions; the graph shows the variation in activity in this image across the seven conditions. Peak areas are plotted on axial MRI sections, which run from ventral to dorsal, going from left to right. The numbers beside the rows of images identify the Talairach atlas slice location in mm from the AC–PC line for the slices in the leftmost column. Slices move in increments of 4 mm. The “brain scores” derived from the image are the dot-product of the brain image and each subject’s data in the original PET scan. The open circles in the graph represent the average score within each scan, and the black squares are the scores for each individual subject. During encoding scans, subjects showed more activity in black areas (notably left prefrontal cortex and left fusiform gyrus), whereas during retrieval and read scans subject showed more activity in areas white (notably right prefrontal cortex and midbrain). The fact that the reading baseline scan grouped with retrieval scans may suggest that there are retrieval operations occurring during the read condition.

The multivariate analyses we have discussed identify systems of brain regions relating to an experimental manipulation and systems that are in some way related to one particular or several brain regions. They do not provide information on region-to-region influences, but can be said to address issues of functional connectivity. By contrast, the final statistical procedure that will be considered, structural equation modeling (SEM), can be used to address questions relating to effective connectivity. This procedure relates to analysis of a global neural system as well as to the investigation of interrelations in such a system. It goes beyond these approaches by taking into account existing anatomical connections and the direction of influences (feedforward vs. feedback; direct effects vs. indirect effects). In general, the basic steps are shown below. (For a more complete discussion of SEM analysis of PET data, see McIntosh & Gonzalez-Lima, 1994).

- Selection of regions. Network components can be selected on the basis of theoretical consideration and/or results of different kinds of initial analyses. Initial analyses can, for example, be in the form of PLS analyses of activation data, as described
above ("task" PLS). Univariate activation analyses can also be used at this stage, and both kinds of activation analyses can be complemented by analyses of interrelations (i.e., not only regions showing differential activation can be included in the model).

- Specifying the model. When the network components have been selected, the primate neuroanatomy literature is consulted to specify anatomic connections between the included regions. Some simplifying steps may be required, such as reducing the number of connections or regions, but such omissions should be explicitly stated. The decision of which connections to include/exclude has to be made by the investigator, and such a decision should, if possible, be guided by previous findings/theory. Fortunately, from simulation work it appears that omissions from the model may not impact on the portions of the network that are modeled, but rather on the residual influences on the model (McIntosh & Gonzalez-Lima, 1994).

- Computation of interregional covariances. The next step involves calculation of the interregional covariances. This is generally done within conditions and across subjects. With functional MRI, where more scans per subject can be done, the single-subject covariances can be computed using trial variance (Büchel & Friston, 1997). To ensure generalizability, however, both within-subject and between-subjects models need to be compared.

- Computation of path coefficients and model comparison. On the basis of the covariance matrix, SEM is used to compute path coefficients for the existing connections (figure 3.2). These coefficients represent the strength of the influence of one region upon another. Such influences can be direct as well as indirect, and coefficients can be computed for both kinds of connections. It should also be noted that, unlike interregional correlations, in the case of reciprocal connections the path coefficients can show that the influence of region A upon region B is stronger than that of B upon A (this holds only in cases where A and B also have unique influences). When path coefficients have been computed for all connections within conditions, it is possible to statistically compare models for different tasks to find out whether there are task-related changes in functional interactions. If the results suggest that there are, one can do further post hoc analyses to specify the source(s) of the effect.

We have described techniques for addressing functional connectivity, notably PLS, as well as effective connectivity, notably SEM. Although powerful, each of these approaches has its limitations. As noted above, when evaluating findings of functional connectivity, it is crucial to keep in mind that the data cannot speak to the direction of functional interactions. Therefore, inferences regarding the modulation of one area by another are not warranted. Such inferences can be made based on use of SEM, but
Figure 3.2
Graphic representation of essential steps in structural equation modeling for imaging data. In the top row, regions for the model are selected partly on the basis of the statistical differences between task and baseline (regions A and F showing deactivation and B showing activation), and partly on theoretical considerations, such as anatomical completeness or a theoretical model (regions C, D, and E). In the middle row, the activity correlations between areas are computed within task, and the anatomical model is constructed on the basis of published neuroanatomical work. Finally, in the bottom row, the correlations are used to derive path coefficients for each anatomical connection within task, yielding two functional models. Positive weights are solid, and negative are dashed, with the thickness of the line indicating the size of the weight. The “deactivations” identified from the subtraction image in region A correspond to a reduced involvement of region A, whereas the deactivation of F is because of strong negative feedback from region B. The activation in region B corresponds to its increased (suppressive) influence on F plus the stronger afferent influence from D.
it must be taken into account that the models used in such analyses leave out much anatomical detail. Indeed, if a key region has been left out of the model, the conclusions may not hold. It can also be noted that, generally, neither technique will capture nonlinear relationships between brain areas, although SEM can be extended to capture such relations (for an example, see Büchel & Friston, 1997).

NETWORK ANALYSES: EMPIRICAL EXAMPLES

Perception—Attention—Language

Numerous studies have examined activity changes related to perception, attention, and language (for a review, see Cabeza & Nyberg, 1997). The results point to a highly complex pattern of activations for each process, with specific regions being activated depending on the specific task demands. While several of these studies discuss their results in terms of network operations, we focus on studies where these network operations were the point of investigation.

We start by describing a study that bears on all three processes (McLaughlin et al., 1992). In this study, blood flow was measured in three conditions: (1) diotic presentation of a narrative with instruction to try to memorize the content; (2) dichotic presentation of single words with instruction to try to remember as many words as possible; and (3) presentation of white noise with instruction to pay attention to how many times the intensity of the noise changed. A principal components analysis on data from 28 a priori determined regions were conducted to identify three independent factors. These components were interpreted as statistical analogues of neural networks. Based on various statistical and theoretical considerations, different functions were ascribed to the different factors. The first factor was suggested to serve auditory/linguistic functions; and regions associated with auditory and language stimulation, including Broca’s and Wernicke’s areas, had high loadings on this factor. The second factor was seen as serving attentional processes; and regions loading high on this factor, including the frontal eye fields and cingulate gyrus, have been associated with attentional functions. The third factor was suggested as serving visual imaging activities; and visual association areas loaded high on this factor. Based on these findings, the authors concluded that the auditory tasks activated three separate neural networks, and multivariate factor analysis was held to have a central role in identifying these networks.

A study by McIntosh et al. (1994) used network analysis to examine visual perception in spatial and object-identification domains. SEM was applied to data from a PET study of an object vision (face matching) and spatial vision (dot-location match-
ing) task. The anatomic model included dorsal and ventral visual regions in occipital, temporal, and parietal cortices and a frontal region near area 46. The analyses of functional networks revealed significant differences between the spatial and object tasks in the right hemisphere. During object vision, interactions among ventral occipital and temporal regions were strong, whereas during spatial vision, interactions among dorsal occipitoparietal regions were stronger. A further difference had to do with feedback influences from the frontal region to occipital cortex, which were strong for the spatial task but absent during the object task. This task-related difference relating to the frontal area was not obvious on the basis of analysis of activation changes. Prefrontal and anterior temporal regions did not show a net change in activity, despite these remarkable changes in functional interactions. Additional information that was provided by the network analyses included findings of strong interactions between the dorsal and ventral pathways. This final result suggests that although one pathway is especially challenged during processing of a particular kind of information, interactions with regions in the nondominant pathways are important as well. Such interdependencies are difficult to appreciate in activation analysis, but are likely critical to the normal operations of parallel systems. The functional networks for the two tasks are shown in figure 3.3.

Turning now to attention, a study by Büchel and Friston (1997) explored attentional modulation of visual processing through SEM analysis of data obtained by functional magnetic resonance imaging (fMRI). One condition involved looking at moving dots that were presented on a screen (no-attention condition). Another con-

Figure 3.3
Functional networks of object and spatial vision (based on McIntosh et al., 1994).
dition involved identical visual presentation, but subjects were instructed to attend to changes in the speed of the moving dots (attention condition). An anatomical model was constructed that involved primary visual cortex (V1), a middle temporal region (V5), and a posterior parietal cortex region (PPC). The model included only unidirectional connections from V1 and onward. The SEM analyses indicated stronger influences of V1 on V5 and of V5 on PPC in the attention condition, suggesting that attending to changes in speed of moving objects is mediated by changes in functional influences among regions in the dorsal visual pathway. In a second step, the question of which brain region(s) can modulate these influences was addressed. Based on empirical and theoretical considerations, the dorsolateral prefrontal cortex (DLPFC) and/or the anterior cingulate (AC) were seen as likely candidates. Of these regions, only the right DLPFC region showed activation changes relating to the manipulation of attentional demands, and this region was included in the model as a possible moderator of functional interactions in the dorsal pathway. Specifically, by including an interaction term in the analysis, the possibility that DLPFC might modulate the influence of V5 upon PPC was tested. The results provided support for this possibility, and hence suggested that interactions between frontal and posterior visual pathway regions underlie this form of attentional processing.

Further examples of multivariate analyses of imaging data related to components of language processing have been reported by Friston and colleagues (Friston et al., 1991) and Bullmore and colleagues (Bullmore et al., 1996). In the section “Cognitive Dysfunction and Aging,” an example of language processing in normal and dyslexic readers will be discussed in some detail.

**Working Memory–Long-Term Memory**

There is some consensus that human memory is not a unitary system, but is composed of several independent and interacting systems. A very broad division is the traditional time-based distinction, which can be conceptualized as working memory (“active” temporary remembering of various kinds of information) versus long-term memory (“passive” remembering of information over long periods of time). In turn, working memory and long-term memory can be further subdivided. Baddeley (e.g., Baddeley & Hitch, 1974) has proposed a model of working memory in which a central executive controls the operation of “slave systems” devoted to verbal or visuospatial information. Functional neuroimaging studies have been based on this model, and separate analyses of the central executive (D’Esposito et al., 1995), as well as the verbal (e.g., Paulesu et al., 1993) and visuospatial (e.g., Jonides et al., 1993) components, have been presented.
With regard to long-term memory, a broad classification in terms of declarative versus nondeclarative memory has been proposed by Squire (e.g., 1992). Declarative memory can be separated into episodic and semantic memory (Tulving, 1983), and functional neuroimaging studies suggest that different neural systems are engaged by episodic and semantic memory retrieval (e.g., Fletcher et al., 1995; Nyberg et al., 1998; Tulving et al., 1994). Nondeclarative memory refers to a very broad class of memory functions, each associated with a specific neural signature (for a recent review, see Gabrieli, 1998). Many nondeclarative memory functions have been studied with functional neuroimaging techniques, including priming (for a review, see Schacter & Buckner, 1998), motor (e.g., Karni et al., 1995) and nonmotor (Raichle et al., 1994) learning, and nonaversive (Molchan et al., 1994) and aversive (Fredriksson et al., 1995) conditioning. The empirical examples of network analyses include one example from the domain of working memory, one example of a declarative long-term memory function, and one example of a nondeclarative long-term memory function.

Building on a working memory study by Haxby et al. (1995), McIntosh, Grady, et al. (1996) conducted a SEM analysis of data from a delayed match-to-sample test of faces. The delays varied systematically, ranging between 1 and 21 sec. It was found that the functional interactions changed as a function of the length of the delay. At short delays (1–6 sec), the SEM analysis revealed strong functional interactions in the right hemisphere between ventral temporal, hippocampal, anterior cingulate, and inferior frontal regions. At the long delay (21 sec), both hemispheres were involved and strong functional interactions involved bilateral frontal and frontocingulate interactions. As suggested by the authors, these findings may reflect the use of a specific strategy at short delays that involved maintaining iconlike mental images of the faces. This strategy was mediated by right hemisphere corticolimbic interactions. Over longer delays, maintaining icons of the faces may be an inefficient strategy, and the involvement of frontal regions, notably in the left hemisphere, becomes more prominent. The increased left prefrontal involvement may reflect expanded encoding strategies.

Turning now to long-term memory, and more specifically to declarative long-term memory, we will discuss a network analysis of episodic memory retrieval. Episodic memory refers to encoding and retrieval of personally experienced events. Hippocampus, in the medial temporal lobe (MTL), has been held to play a central role in episodic memory functioning. Regarding its specific functional role, many different accounts have been proposed (see Tulving et al., 1999), and a rather intense current debate has to do with the possibility that different MTL structures are involved dur-
ing episodic encoding and retrieval (Gabrieli et al., 1997; LePage et al., 1998; Schacter & Wagner, 1999). The study to be discussed here explored the possibility that MTL structures interact with specific posterior neocortical brain regions, depending on what type of information is retrieved (Köhler et al., 1998).

SEM was conducted on data from a PET study of episodic recognition memory for spatial location and object identity. Based on a PLS analysis, six right-hemisphere regions were selected for inclusion in the anatomical model. These were located in middle frontal gyrus, parieto-occipital sulcus, superior temporal sulcus, supramarginal gyrus, fusiform gyrus, and cuneus. In addition, on theoretical grounds, a right MTL region was included in the model.

The examination of the functional retrieval networks revealed significant task-related effects. The right MTL region was found to interact with posterior cortical regions in a task-dependent manner. During retrieval of spatial information, positive interactions between MTL and dorsal cortical regions were observed. During retrieval of information about object identity, these interactions were negative. By contrast, interactions between MTL and ventral regions were positive during object retrieval and negative during spatial retrieval. The networks showing these functional interactions are presented in figure 3.4.

**Figure 3.4**
Functional networks of retrieval of object and of spatial information (based on Köhler et al., 1998).
The results of the network analyses indicated that the nature of interactions between MTL and posterior neocortical regions depends on the type of information to be retrieved, and it was proposed that such interactions may support recovery of information that is represented in posterior neocortex. It is noteworthy that these results were obtained despite the fact that there were no signs of task-related changes in activity in the MTL regions. This shows that analyses of regional interactions can generate significant information beyond what can be gained from analyses of activation changes. A further important observation in both of these declarative memory studies was the replicability of the basic posterior cortical networks for object and spatial vision. The object vision network showed similar basic interactions in the two memory studies and the original visual perception study mentioned above, and the spatial vision network in the retrieval study showed strong similarities with the spatial vision network in the perceptual study. Such replication of the basic perceptual network across studies using different subjects, different materials, and somewhat different processes attests to the robustness of the network analytic approach.

Our final network example in this section concerns nondeclarative long-term memory, and more specifically sensory-sensory associative learning (McIntosh et al., 1998). In this study, subjects were presented with two visual stimuli (circles), one designated target and one designated distractor, and instructed to respond by pressing a key when the target stimulus was presented. In addition to the visual stimuli, an auditory stimulus (a tone) was presented through headphones. In one phase, the low-probability phase, the tone predicted the presentation of either of the two visual stimuli with a probability of 0.12. In another phase, the high-probability phase, the same probability was 0.80. Using this design, two hypotheses were tested. The first was that once the association between the tone and the circles had been learned (as indicated by faster reaction times on trials where the tone preceded the circle), presentation of the tone alone would activate visual brain regions. A univariate activation analysis confirmed the first hypothesis by showing that, by the end of training (four blocks of 50 trials), activity in a left dorsal occipital region was as high when the tone was presented alone as when a visual stimulus was presented.

The second hypothesis had to do with examination of which brain regions could have mediated this increase in visual cortex activity. The seed PLS analysis, using the visual cortex region, was used to identify candidate regions, and it was found that four regions showed a covariance pattern with the left occipital region that changed from strongly negative to strongly positive as learning progressed. These were right occipital cortex (area 18), right auditory cortex (area 41/42), right motor cortex (area 6), and right anterior prefrontal cortex (area 10). The identified regions formed the
Figure 3.5
Functional networks of sensory-sensory associative learning (based on McIntosh et al., 1998). Unpaired phase denotes the point of the experiment where a tone and visual stimulus had a low probability of a joint occurrence, whereas in the paired phase, there was a high probability that a tone would signal a visual stimulus. Four successive PET scans were taken of the tone presented in isolation to measure the change in the learned response to the tone as it acquired behavioral relevance.

The results of the SEM analysis showed that as learning progressed, feedback influences of area 10 and area 41/42 on left area 18 changed from initially being negative to being moderately positive by the end of training (figure 3.5). The change in functional influences from negative to positive was interpreted as a switch from inhibitory to excitatory influences at the level of neural populations. It was proposed that the change from inhibitory to excitatory influences of the prefrontal cortex may have facilitated integration between activity in the auditory and visual systems, resulting in the formation of the association between the tone and the visual stimuli.
Cognitive Dysfunction and Aging

It has been argued that network analyses should be useful in the examination of clinical populations, since they allow examination of how interactions in brain networks are affected by damage or disease (McIntosh et al., 1994). One syndrome associated with cognitive dysfunction is schizophrenia. Structural (e.g., Andreasen et al., 1994) and functional (e.g., Andreasen et al., 1996; Friston et al., 1992) abnormalities associated with this syndrome have been explored using brain imaging, even under conditions of hallucinations that accompany the disease (Silbersweig et al., 1995). Frith and Friston (e.g., Friston & Frith, 1995) have suggested that a core feature of the schizophrenic syndrome is disruption of prefrontotemporal integration. Prefrontal and temporal (including hippocampus) regions have been associated with normal episodic memory functioning (Cabeza & Nyberg, 1997; Fletcher et al., 1997), pointing to the possibility that abnormal functioning/integration of these regions underlies impaired episodic memory processes in schizophrenia. Some more recent results provide support for this view (Heckers et al., 1998; see also Fletcher, 1998). Moreover, a network analysis of prefrontal interactions provides clear support for the frontotemporal dysconnection (Jennings et al., 1998).

A group of patients with schizophrenia was compared against age-matched controls in a task where subjects indicated whether a visually presented noun was a living or nonliving thing (semantic processing task). One highlight of the functional network for controls was strong positive interactions between left inferior prefrontal, superior temporal, and anterior cingulate cortices. In the patient group, the frontotemporal interactions were weaker, with negative prefrontal feedback, and the frontocingulate interactions were also negative. Interestingly, response latencies in this task were equal between groups and there was only a slight difference in accuracy between groups. These data are consistent not only with the proposed frontotemporal disconnection in schizophrenia, but also with a more general idea that cognitive dysfunctions may be appreciated in terms of the disorganization of large-scale neural cognitive networks.

The network analysis presented above demonstrates the important information that can be derived from the between-groups examination of functional interactions on cognitive tasks where performance is relatively equal. Historically, imaging and behavioral work have used tasks where controls and the patient groups differ, which leads to an interpretive difficulty because group differences may not reflect the pathology per se, but rather the performance difference. When performance is matched, and the functional interactions differ, then one can be reasonably confident that the difference reflects some aspect of the pathology. Clearly, an ideal experimental protocol
would be one where cognitive load varied from easy to difficult and the performances of the patient groups similarly go from relatively spared to deficient. This would provide a more comprehensive assessment of the consequences of the different functional networks underlying equivalent performance as the functional network is tasked by increasing cognitive demands.

A further demonstration of different functional networks supporting equivalent performance comes from studies of normal aging. Cabeza and colleagues (1997) tested the hypothesis that age-related changes in activation during memory tasks are due to an age-related reorganization of neural systems underlying the tasks. PET scans were obtained from a group of young (mean age = 26 years) and older (mean age = 70 years) adults during encoding of word pairs and during subsequent cued recall (the first word of each pair served as cue). Based on analyses of activation changes, 13 regions were selected for the construction of the anatomical model. These were located in bilateral lateral frontal regions, in midline frontal and posterior regions, in bilateral temporal regions, and in thalamus. Based on known neuroanatomy, some 25 reciprocal connections were specified between the regions. On the assumption that feedback effects depend on feedforward influences, feedforward connections were computed in a first step, followed by computation of feedback effects.

The SEM analyses showed significant differences in functional networks underlying encoding versus recall for both age groups. However, the nature of these differences tended to differ as a function of age group. In keeping with the activation results, and with numerous findings showing that left prefrontal regions tend to be differentially active during encoding, whereas right prefrontal regions tend to be differentially activated during retrieval (Nyberg, Cabeza, et al., 1996; Tulving et al., 1994), in the young group, functional interactions involving left prefrontal area 47 were positive during encoding and negative during recall, whereas interactions involving right prefrontal area 47 tended to be negative during encoding and positive during recall. In the old group, such an asymmetric pattern of functional interactions during encoding and recall was not observed, and the activation data showed minimal activation of the left frontal region during encoding and a bilateral activation pattern during recall. There were other group differences in functional interactions as well, but these will not be detailed here.

The network analyses helped to understand the age-differences in frontal activation patterns during encoding and recall. It was suggested that the involvement of left prefrontal cortex in recall for the old adults, partly mediated by stronger interhemispheric fronto-frontal interactions, may reflect some sort of functional compensation, since the recall task can be hypothesized as being more difficult to perform in old age. (Performance was equal between groups, but it is not unlikely that the cognitive effort
associated with achieving this level of performance was greater for the older adults.)
This view is in line with findings from younger adults, suggesting that the frontal involvement in episodic memory retrieval tends to be bilateral during more complex retrieval tasks (Nolde et al., 1998). In the study by Cabeza et al. (1997), the retrieval task was held constant, but one might see the manipulation of age as an alternative way of varying complexity. More generally, the network analyses helped to understand age differences in activation levels and suggested that such differences may be the result of more global alterations of network operations rather than local regional changes.

Turning now to a study of Alzheimer dementia (AD) patients (Horwitz et al., 1995), patients and age- and sex-matched controls were PET-scanned while they performed a face-matching task and a sensorimotor control task. An anatomical model based on the right hemisphere ventral model presented by McIntosh et al. (1994; discussed above) was used to test for differences in functional interactions between patients and controls. This model included feedforward connections from area 17 to area 18, from area 18 to area 37, from area 37 to area 21, and from area 21 to frontal area 47. In addition, a feedback projection from area 47 to area 18 was included. The functional network for the controls resembled that previously obtained for young subjects (McIntosh et al., 1994), but with more prefrontal feedback. It is noteworthy that accuracy for the old subjects in this task was not distinguishable from accuracy in young subjects, in spite of the difference in interactions (and activity; Grady et al., 1992). The functional network of the AD patients was significantly different from that of the controls (figure 3.6). In particular, the functional linkage between anterior temporal area 21 and frontal area 47 changed from moderately positive for the controls to weakly negative for the AD patients. These results were interpreted as reflecting an inability of the AD patients to fully and automatically activate the neural circuit that young and healthy old persons use to perform the face-matching task, possibly because of impaired cortico-cortical connections. In addition, regions in the frontal lobes showed stronger functional interactions for the AD patients than for the controls (as indicated by stronger interregional correlations among frontal regions for patients than for controls), which may reflect a compensatory function of frontal subsystems. Such compensatory brain functional interactions may enable the AD pathology to develop over many years without being accompanied by behavioral dysfunction.

Our third example of dysfunctional cognitive processing comes from a PET study of language processing, and more specifically, single-word reading (Horwitz et al., 1998). A region in the superior part of the left temporal lobe, the angular gyrus, has traditionally been held to play a central role in reading. It has been suggested that the angular gyrus functionally interacts with extrastriate regions associated with visual
processing of letterlike and wordlike stimuli, and also with posterior language regions such as Wernicke’s area. The latter interaction is thought to be crucial for the transformation of visual input into linguistic representations. To explore functional interactions between angular gyrus and other brain regions, interregional correlations between blood flow in the angular gyrus and blood flow in all other brain areas were examined while subjects were engaged in two reading tasks. Two groups of subjects were studied: normal readers and dyslexic readers (developmental dyslexia).

We will focus here on data from a task involving reading of pseudo words. This task was predicted to engage the interaction of the angular gyrus with other network elements more fully. In the normal readers, activity in left angular gyrus was strongly functionally linked to activity in areas of left visual association cortex. Moreover, angular gyrus was also functionally linked to Wernicke’s and Broca’s areas. The results of a similar analysis for right angular gyrus suggested that functional interactions were more pronounced in the left hemisphere. These findings agree well with
predictions based on brain-damaged individuals, and serve to outline a normal reading network. The pattern observed for dyslexic readers (developmental dyslexia) differed significantly from that observed for the normal readers, and suggested a functional disconnection of angular gyrus from other reading-related regions. This observation is in agreement with observations of acquired alexia in which there is an anatomical disconnection of the angular gyrus from other language regions, thus pointing to similarities between acquired alexia and developmental dyslexia (for a network analysis with SEM of data from literate and illiterate subjects, see Petersson et al., 2000).

Finally, SEM has been used to study functional interactions between cortical and subcortical areas in Parkinson’s disease patients and controls while they performed a motor task (Grafton et al., 1994). The patients were scanned before and after left globus pallidotomy. It was found that following surgery there were significant reductions in the strength of interactions between globus pallidus and thalamus and between thalamus and mesial frontal areas. It was concluded that SEM can identify regional interactions not apparent from between-condition comparisons of activation changes.

**ISSUES**

The purpose of this chapter was to introduce covariance-based analyses of functional brain-imaging data, and to show how such analytic techniques have been used to explore functional networks underlying several different cognitive processes. The network perspective should by no means be seen as being in conflict with categorical analyses of brain-imaging data. Rather, the two types of analyses complement one another, and, as was shown in several of the examples, analysis of activation changes is often an important first step in network analyses. At the same time it is important to stress that network analyses can support conclusions not apparent from activation analyses. Examples of this are the findings by McIntosh et al. (1994) and Köhler et al. (1998), demonstrating that a region can show task-related changes in functional interactions without showing task-related changes in activity.

Aside from the possibility of pulling additional information from the data, an important theoretical reason for conducting network analyses is the notion that examination of functional interactions is necessary for a full appreciation of the functional role of regional activation changes (cf. McIntosh et al., 1997). Based on the assumption that interregional interactions constitute the basis for most of brain function, increased activity of a region may mean one thing in the context of certain kinds of functional interactions and something other under conditions of different functional interactions (e.g., D’Esposito et al., 1998).
Several of the specific examples presented here combined anatomical and functional (task-related interregional covariances) information (SEM) to evaluate functional interactions, although a few studies simply looked at interregional correlations. The specification of connections in the anatomical model is generally done on the basis of information from studies of neural connectivity in the brains of non-human primates. Before discussing further issues relating to network analyses of brain-imaging data, we will briefly describe an innovative approach to determining connectivity in the human brain. Paus and colleagues have combined PET and transcranial magnetic stimulation (TMS) to assess neural connectivity (Paus et al., 1997). While PET was used to monitor brain blood flow, TMS was used to stimulate the left frontal eye field (FEF). Across six separate PET scans, the number of TMS pulse trains was varied (5, 10, 15, 20, 25, 30). Thereafter the effect of number of pulse trains on regional blood flow responses was estimated. Significant correlations were observed between TMS pulse trains and blood flow in regions remote from left FEF, including left cuneus and bilateral superior parietal regions. Thus, activity in these remote regions increased when left FEF was activated by TMS, suggesting the existence of neural connections between FEF and these regions. This pattern is consistent with findings based on studies of anatomic connectivity of monkey FEF, and more generally the study by Paus and colleagues points to the possibility of in vivo studies of neural connectivity in the human brain by the combined TMS/PET technique (for further discussion of this approach, see Wassermann & Grafman, 1997).

A further point relating to interpretation that is important to consider is that PET data represent time-integrated information. Although analyses of effective connectivity provide suggestive evidence on the temporal ordering of effects (for example, by distinguishing between feedforward and feedback effects), it is desirable to constrain the modeling by temporal information. By considering data from techniques that provide temporal information, such as event-related potential and perhaps fMRI (see chapter 2), this can be solved. Also, network analyses of data based on measurement of electrical brain activity have been presented (e.g., Gevins, 1996), and analyses of data from studies combining measurement of blood flow and electrical activity (e.g., Düzel et al., 1999) have great potential.

In conclusion, the use of modern brain-imaging techniques allow simultaneous measures of activity in the whole brain. In turn, this advancement in measuring whole-brain activity while participants perform various cognitive tasks points to the possibility (and necessity) of integrating the multitude of observations in a way which acknowledges that the brain is a truly multivariate dynamic system. The analytical approaches we have discussed here represent a step in this direction.
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INTRODUCTION

The empirical study of human cortical function advanced dramatically during the 1990s due to the advent of hemodynamic neuroimaging (Posner & Raichle, 1994). Methods such as positron emission tomography (PET) and functional magnetic resonance imaging (fMRI) allow the volumetric variations in regional cerebral blood flow that are correlated with cognitive activity to be indexed with millimeter-level spatial resolution. In this chapter, we examine the use of these neuroimaging methods in relation to one of the central components of human cognition: selective attention.

We begin by introducing one form of selective visual attention, spatial attention, and then detail the role neuroimaging has played in furthering our understanding of both how attention functions at the cognitive level and how it is implemented at the neural level. In the second section of the chapter, we discuss the ongoing efforts in spatial attention research to combine neuroimaging with other, electrophysiologically based measures of neural activity. The central goal here is to cultivate an appreciation of how the main weakness of PET and fMRI measures, low temporal resolution, can be offset by integrating nonhemodynamic measures into a common experimental paradigm. In the conclusion of the chapter, we turn from looking at how neuroimaging has illuminated our understanding of spatial attention to discussing how more general views of selective attention can illuminate critical aspects of neuroimaging. In particular, we argue that resource-based theories of selective attention provide an effective—and ultimately necessary—cognitive model for describing and predicting the complex patterns of multivariate neural activity that are the characteristic outcome of most neuroimaging experiments.

FUNCTIONAL NEUROIMAGING OF ATTENTION

At the most basic level, selective attention can be characterized as the “filtering” of sensory information, a process that is central to normal human function in that it allows us to rapidly isolate important input from the sensory environment for the highest levels of cognitive analysis. The empirical study of visual selective attention has stemmed from three general questions regarding such filtering: (1) Where in the afferent visual processing stream does selection occur? (2) What neural mechanisms control or mediate these selective effects? (3) What are the functional consequences of the selection process? While the ultimate goal of this chapter is to outline the dif-
Different ways in which neuroimaging techniques have been applied to the study of selective attention, we must begin by reviewing the cognitive foundations of this elementary process.

From a cognitive perspective, selective attention can take many forms in visual processing, involving both “early” perceptual (e.g., Egly et al., 1994; Treisman & Gelade, 1980) and “later” postperceptual (e.g., Pashler, 1998; Shiu & Pashler, 1994; Sperling, 1984) processing operations. This suggests that selection has no unitary locus in the visual system. Rather, selection of visual input can occur on the basis of a variety of stimulus criteria (e.g., color, shape, or spatial location), with the locus of selection varying as a function of the processing operations performed on the sensory input (e.g., Johnston et al., 1995, 1996). In terms of attentional control, a general distinction is made at the cognitive level between stimulus-driven or bottom-up effects on attentional selection, and goal-driven or top-down influences (e.g., Desimone & Duncan, 1995; Yantis, 1998). For example, the physical features of visual stimulation, such as the spatial arrangement of objects in an array or whether any objects within an array are moving, will affect what information is selected (e.g., Driver, 1996; Folk et al., 1994; Prinzmetal, 1995). In turn, these bottom-up factors qualitatively differ from top-down effects, which involve actively choosing a specific stimulus criterion on which to base selection, as described above.

Given the range of factors affecting visual selective attention, when considering the neural substrates of the selection process, both the form of selection and the manner of its control must be made explicit. In this section and the next, we will limit the scope of discussion to one widely studied form of selection in vision: spatial attention and its top-down modulation.

**Spatial Attention**

As studied in the visual domain, spatial attention refers to the act of covertly attending to nonfoveal locations within the visual field. Although descriptions of spatial attention and its functional consequences can be traced back to James (1890), contemporary research in spatial attention has its roots in two seminal, behavioral-based studies. First, Eriksen and Hoffman (1972) measured vocal reaction times (RTs) to the onset of nonfoveal target letters that subjects were required to discriminate. Importantly, Eriksen and Hoffman found that if a target letter was presented simultaneously with a set of task-irrelevant noise letters, the effect of the noise letters on target RTs depended on their proximity to the target. When the noise letters were presented within a degree of visual angle from the target, target RTs were delayed relative to when no noise letters were present. However, this effect was eliminated when the noise letters were presented a degree or more from the target. This finding sug-
gested that when attending to a nonfoveal location, the spatial extent of the attended region is restricted to about 1° of visual angle.

Second, Posner (1980) reported a number of experiments that measured manual RTs to nonfoveal targets as a function of whether the targets were presented in attended or unattended spatial locations. The critical manipulation in these studies was to cue the subjects prior to target onset—via an arrow or letter at fixation—as to the most likely location of the impending target. Independent of whether the task involved detection or discrimination, Posner found that RTs were consistently faster when the targets were presented at the cued (or attended) location, relative to when the targets were presented at the uncued (or unattended) location. Whereas Eriksen and Hoffman (1972) had demonstrated the focal nature of spatial attention within the visual field, Posner’s (1980) results indicated that focused spatial attention can directly alter the processing of stimulus inputs.

The Cognitive Model

The research inspired by Eriksen and Hoffman (1972) and Posner (1980) has led to the suggestion that spatial attention is analogous to a mental spotlight or zoom lens that facilitates the processing of all stimuli falling within its focus (e.g., Eriksen & St. James, 1986; Posner, 1980; for a review, see Klein et al., 1992). In this manner, covertly orienting spatial attention to a discrete location within the visual field operates as a mechanism of selective attention by conferring a processing “benefit” for attended stimuli, and a processing “cost” for unattended stimuli, relative to conditions where attention is uniformly distributed across all spatial locations (Posner, 1980). The general cognitive model thus posits that the attentional focus can be moved from location to location (e.g., Tsal, 1983), and—independent of their physical properties—any stimuli falling within this focus will receive measurable benefits in visual processing relative to stimuli falling outside of the focus. Within this framework, the “spotlight” model has been further refined by data indicating that spatial attention can affect perceptual sensitivity (or d’; e.g., Downing, 1988; Müller & Humphreys, 1991; Hawkins et al., 1990), that both the size of the focus (e.g., Eriksen & Yeh, 1985) and the rate at which processing benefits drop off from the focus (e.g., Handy et al., 1996) are dependent on the specific parameters of the task being performed, and that the attentional focus can be split, at least under certain stimulus conditions (e.g., Kramer & Hahn, 1995).

The Neural Correlates

When considering the neural correlates of spatial attention, a distinction must be made between those brain areas which serve as the source of the attention effect and those which are the site of the attention effect (Posner, 1995; Posner & Petersen, 1990). In relation to the spotlight model, the attentional source involves those neural structures which are devoted exclusively to the operation of the
spotlight per se, such as moving the spotlight from location to location. The source also includes those neural structures mediating the top-down or executive control of the spotlight, such as deciding where in the visual field the spotlight should be moved and when the movement should be initiated. In contrast, the attentional site involves those visuocortical areas which are primarily involved in stimulus processing, but whose functional activity can be modulated by spatial attention. For example, although spatial attention can affect perceptual sensitivity (e.g., Downing, 1988; Handy et al., 1996; Müller & Humphreys, 1991; Hawkins et al., 1990), these effects are manifest in processing operations that can proceed independent of any attention-related modulation.

However, before considering the contributions that neuroimaging has made in elucidating the neural correlates of spatial attention, we must consider the wider context provided by research methodologies that predate the advent of hemodynamic measures. In particular, electrophysiological and neuropsychological studies have revealed many critical insights into the neural implementation of spatial attention, and these contributions must be detailed prior to introducing the evidence from neuroimaging. Here we examine these nonneuroimaging data in relation to the three general questions driving spatial attention research: identifying the locus, the control mechanisms, and the functional consequences of spatial selection.

LOCUS OF SELECTION Identifying the neural loci of spatial-based attentional selection has been an issue especially amenable to studies using electrophysiological measures. In particular, owing to their millisecond-level temporal resolution, event-related potentials (ERPs)—signal-averaged voltage fluctuations recorded from the scalp that are time-locked to sensory, motor, or cognitive events (see Hillyard & Picton, 1987)—have been used with much success in investigating how early in the afferent visuocortical pathway spatial attention can modulate stimulus processing. Applied to the issue of localizing the site of attentional modulation, the critical assumption regarding ERPs is that the time course of spatial attention effects (relative to stimulus onset) can be correlated with the progression of visuocortical processing areas activated by the given stimulus. The earlier in time an attention effect is observed, the earlier in visuocortical processing the site of the attention effect is assumed to be (see Mangun & Hillyard, 1995).

Using ERPs, researchers have shown that spatial attention can modulate the lateral occipital P1 and N1 ERP components, which peak at about 120 and 170 msec post stimulus, respectively. In particular, the amplitudes of the P1 and N1 are larger for stimuli in attended spatial locations, relative to physically identical stimuli presented outside of the attentional focus (e.g., Eason, 1981; Mangun & Hillyard, 1991; Van Voorhis & Hillyard, 1977). Given the time course of the sensory-evoked P1 and N1,
these ERP data indicate that spatial attention can affect visual processing within the first 120 msec after the onset of a visual stimulus. In contrast, efforts to show similar attention-related modulations in the C1 ERP component, which peaks at about 70 msec post stimulus, have produced negative results (e.g., Clark & Hillyard, 1996; Mangun et al., 1993). On the basis of the relative time windows of the P1, N1, and C1 (and their characteristic scalp topography), the ERP data thus suggest that the initial site of spatial attention effects in visual processing lies within extrastriate visual cortex, encompassing areas V2–V4 (e.g., Clark et al., 1995; Gomez Gonzalez et al., 1994).

Although spatial attention can selectively modulate processing in extrastriate cortex, further ERP research has now indicated that these effects of attention depend directly on the perceptual load of the given task. In particular, Handy and Mangun (2000) found that the magnitude of attentional modulation in the P1 and N1 ERP components increased positively with the perceptual load of target items in an endogenous spatial cuing paradigm (figure 4.1). These results suggest that the effects of attention within extrastriate cortex can be described via resource allocation, where a greater proportion of limited-capacity attentional resources are allocated to the cued location under high versus low perceptual load. This positive relationship between
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The effect of perceptual load on the magnitude of the spatial attention effect in the P1 and N1 ERP components reported by Handy and Mangun (2000). Under the high load condition, there is greater difference in amplitude between the cued and uncued conditions, relative to the low load condition. From a resource perspective, such data are consistent with the view that attention acts to selectively amplify the magnitude of neural responses. These ERPs were recorded from lateral occipital electrode sites contralateral to the visual field of the ERP-evoking stimulus.
neuronal response and attentional resource allocation is critical for understanding selective attention in relation to multivariate neural activity, and will be discussed in greater detail below.

**CONTROL OF SELECTION** The neuropsychological study of brain-lesioned patients has been a particularly effective technique for identifying the neural structures involved in attentional control (e.g., Driver, 1998; Mesulam, 1981; Rafal, 1996; Rafal & Henik, 1994). Much of the research in this domain has been premised on defining the act of attentional orienting as a three-step process (e.g., Posner et al., 1984; see Posner, 1995, for a review). According to this view, when a subject is cued to move her spatial attention to a new location, attention must first be *disengaged* from its current location within the visual field. Following disengagement, attention must be *moved* from its initial location to the new location. Finally, once the attentional spotlight has been moved to the new location, attention must be *engaged* with whatever stimuli are in the new location. Each of these three steps—disengage, move, and engage—involves an attention-specific operation associated with spotlight function, and the evidence from lesion studies has strongly suggested that these operations are performed by different neural structures.

For example, Posner et al. (1984) reported that when patients with unilateral damage to the parietal lobe oriented their attention to their ipsilesional visual field, they were greatly impaired in their ability to respond to targets presented in the contralesional visual field. Because patients showed no such impairments for contralesional targets when attention was precued to the contralesional visual field, this was taken as evidence that the parietal lobe is involved in mediating the act of disengaging attention from its current focus (see also Baynes et al., 1986; Morrow & Ratcliff, 1988; Posner et al., 1987).

In contrast, studies of patients with progressive supranuclear palsy—which results in degeneration of the superior colliculus and other midbrain structures involved in the control of saccadic eye movements—have shown that these patients are slowed in their ability to move their attentional focus (e.g., Posner et al., 1982; Posner et al., 1985). Specifically, if subjects had difficulty making saccades in a specific direction, their responses to nonfoveated targets were consistently delayed whenever they had to move their attention in the impaired direction in order to make the target response. These data thus suggest that the superior colliculus and related midbrain areas are responsible for the act of moving the attentional spotlight (see also Rafal, 1996).

Finally, the third component of attentional orienting—engaging stimuli at a new location—appears to be mediated by the pulvinar nucleus of the thalamus. Specifically, given sufficient time to orient their attention to a nonfoveal location, patients with unilateral damage to the pulvinar nevertheless showed selective delays in re-
sponding when the targets were in the contralesional visual field (see Posner, 1988). Because there were no similar delays in responding to targets in the ipsilesional visual field, and that targets were occurring after attention had been moved, the delay in responding to targets in the contralesional field could be attributed to a selective impairment of the engagement operation—an effect on stimulus processing similar to that seen in patients with parietal-based visual neglect (e.g., Rafal, 1996; Rafal & Henik, 1994).

The question of what neural areas mediate the executive control of these orienting operations has brought lesion and ERP techniques into a single empirical paradigm (see Swick & Knight, 1998). In particular, recent data suggest that prefrontal cortex (Brodmann’s areas 9 and 46) modulates processing in posterior cortical areas via parallel excitatory and inhibitory reafferent projections (see Knight et al., in press), pathways critical for spatial attention as well as for oculomotor function (e.g., Corbetta, 1998). When ERPs were recorded for visual stimuli in patients with lesions of dorsolateral prefrontal cortex, there was a selective decrease in the N1 amplitude for stimuli in the ipsilesional visual field (Knight, 1997), indicating that these patients had an impaired ability to modulate processing in extrastriate visual cortex via spatial attention. Such data provide compelling evidence that top-down inputs from prefrontal cortex are intimately involved in mediating sensory processing in extrastriate cortex, although it remains to be determined exactly how these effects are implemented. One possibility is that these top-down effects on early visual processing are subserved by a corticothalamic network involving the pulvinar nucleus, which may act to provide an amplification signal to those posterior visuocortical areas which are processing inputs from attended spatial locations (LaBerge, 1995).

CONSEQUENCES OF SELECTION ERPs have been used to investigate two different aspects of how spatial attention may affect the processing of stimulus inputs. First, studies have shown that when spatial selection is combined with a second form of selection, such as attending to both the location and the color of a stimulus, selection for the nonspatial attribute is hierarchically dependent on whether or not the stimulus was in an attended spatial location. For example, Hillyard and Münte (1984) required subjects to detect target items of a specific color (either red or blue) at a specific (i.e., attended) location. Independent of color, they found that the P1 and N1 for items at the attended location were larger in amplitude, relative to items presented in an unattended location. Critically, however, the later-latency ERP components associated with attending to color showed selective enhancements only for items of the target color that were at the attended location. These data suggest that stimuli are first selected on the basis of their spatial location, and that selection for color could thus occur only for stimuli presented in the attended location (see also Eimer, 1995).
Similar findings have been reported for combined spatial and motion selection, where selection for attended motion attributes occurred only for moving stimuli in attended locations (Anllo-Vento & Hillyard, 1996). Taken together, the data thus indicate that spatial selection precedes other forms of selection, and directly limits the processing of stimuli at higher stages within the afferent visual pathways (see also Green et al., 1998).

Second, the modulatory effects of spatial attention on the amplitudes of the P1 and N1 ERP components have long been taken as evidence that spatial attention acts as a mechanism of sensory facilitation or gain (e.g., Mangun et al., 1987). The sensory gain hypothesis has been further refined by the proposal that the P1 and N1 reflect that activity of qualitatively distinct and dissociable selection-based operations within extrastriate cortex. In particular, it has been suggested that the amplitude of the P1 covaries positively with the suppression of stimulus information falling outside the focus of attention, while the N1 amplitude covaries positively with the amplification of information within the attentional focus (e.g., Hillyard et al., 1998; Luck, 1995; Mangun & Hillyard, 1991). This proposal for the P1 and N1 would indicate that spatial attention can enhance the contrast between attended and unattended sensory signals by the combined system of boosting the signals from attended locations and dampening the signals from unattended locations.

In sum, neuropsychological and electrophysiological studies have provided a wealth of important information about the neural underpinnings of spatial attention and its effects on early processing in vision. However, like all methods of empirical analysis, the lesion and ERP techniques described above have their inherent limitations, limitations that transcend the study of visual attention. In lesion studies, for example, a deficit in a specific cognitive process (e.g., attentional disengagement) can be linked to a specific neural structure, but this method tells us little about what other structures may be involved—that is, there might not be one-to-one mapping of the impaired operation onto the impaired structure. Further, it can be difficult to determine whether a cognitive deficit in a lesion patient is caused by damage to the neural structure per se, or whether it is caused by damage to pathways extending through the lesioned area. Similarly, ERPs are well known to have limited spatial resolution, making it difficult to reliably identify the cortical loci of different ERP generators. Only with the advent of hemodynamic neuroimaging has an empirical tool been found that can overcome these methodological limitations.

**PET and fMRI Evidence**

Neuroimaging studies of spatial attention have closely paralleled the general issues addressed using neuropsychological and electrophysiologica methodologies: Where
does selection take place, what areas control the selection process, and what are the functional consequences of selection? However, relative to what has been learned via lesion and ERP studies, the nature of PET and fMRI methods has led to a variety of new and unique approaches to these basic questions. As a consequence, not only has neuroimaging confirmed many of the central findings from lesion and ERP research but, more important, it has provided an invaluable resource for building upon this already vast knowledge base. What follows is a nonexhaustive review of the imaging literature that highlights the different and essential ways in which neuroimaging has been applied to the empirical study of visuospatial attention.

**Locus of Selection**  At least two different approaches have been used in neuroimaging for localizing the site of spatial attention effects in the afferent visual pathway. The first approach, which is based on comparing sensory-evoked visuocortical responses as a function of different attention conditions, is not unique to neuroimaging. For example, the ERP studies reviewed have been based in large part on comparing the amplitude of sensory-evoked responses in visual cortex for stimuli in attended versus unattended spatial locations (e.g., Mangun & Hillyard, 1991). In contrast, the second approach we discuss—which is premised on exploiting the retinotopic organization of striate and extrastriate visuocortical areas—is unique to neuroimaging, since it depends directly on the finegrained spatial resolution provided by hemodynamic measures of neural activity. Importantly, however, the results obtained via both approaches remain consistent with the corpus of evidence from human electrophysiology, which strongly suggests that spatial attention can affect processing in extrastriate but not in striate visual cortex.

**Modulation of Sensory Responses**  A number of spatial attention studies using ERPs have been premised on comparing the sensory-evoked responses to nonfoveal stimuli as a function of whether or not the stimuli were in a covertly attended spatial location. The same technique can be applied in neuroimaging, where the critical measure is to compare changes in PET or fMRI signal strength for attended versus unattended stimuli. The site(s) of attentional modulation in visuocortical processing can then be localized by identifying those cortical areas showing a significant increase in signal intensity under focused spatial attention conditions, relative to conditions where the activity-evoking stimuli are physically identical but presented in unattended spatial locations.

Adopting this approach, Kastner et al. (1998: experiment 2) used fMRI to examine the effects of spatial attention under two different stimulus conditions: either four stimuli were presented simultaneously within the upper right visual field quadrant, or the stimuli were presented sequentially over time, with only one stimulus appearing in
the upper right quadrant at any moment. Within this design, Kastner et al. also manipulated attention such that subjects either covertly attended to the stimulus location nearest fixation, or attention was maintained at fixation. Although this experiment was included in a study that was ultimately designed to explore the suppressive interactions that arise in cortical processing between multiple stimulus representations—and the role spatial attention may play in mediating these interactions (see below)—the results of this experiment speak directly to localizing the site of attentional modulation in visual cortex. Specifically, Kastner et al. reported that, independent of the simultaneous versus sequential stimulus condition, spatial attention increased stimulus-driven activity in ventral extrastriate visual areas V2, V4, and TEO, but not in striate area V1.

RETINOTOPIC MAPPING In order to more precisely localize where in the afferent visual pathway spatial attention can modulate sensory-evoked processing, mapping techniques have been developed that rely on the retinotopic organization of extrastriate cortical regions. Specifically, for visual areas such as V2, VP, and V4, the location of stimulus-driven activity within each area systematically varies with the visual field location of the stimulus. Further, the borders between adjacent visual regions have a characteristic “mirror image,” such that if the topographic representations in one area move from lower to upper visual field, when the boundary is reached with the next visual area, its topographic representations will move from upper to lower visual field. As a result, if neuroimaging is used to track activations in visual cortex as a function of the visual field location of a stimulus, the borders between visual areas can be identified as the point where these visuotopic mappings reverse their direction along the cortical ribbon (e.g., Sereno et al., 1995).

The use of retinotopic mapping to localize spatial attention-related modulations in visual cortex was first reported by Jha et al. (1997). In this study, the borders of V1, V2, VP, and V4 were first mapped in each subject by stimulating the vertical and horizontal meridians of each visual field with a reversing checkerboard pattern, and these activations were spatially coregistered with high-resolution anatomical “template” images. Subjects then performed a spatial attention task where stimuli were presented bilaterally, while attention was oriented to either the left or the right visual field in alternating 16 sec blocks throughout the approximately 4 min scanning period. With two letterlike stimuli presented in each hemifield, the task required subjects to make a manual response whenever the two symbols in the attended hemifield matched. For upper visual field stimuli, attention-related activations were found in the posterior lingual and fusiform gyri contralateral to the attended visual field. When these activations were coregistered to the anatomical templates defining the different ventral
occipital visual areas, the data indicated that attention was modulating activity only in areas V2, VP, and V4.

Retinotopic mapping has also been utilized by other research groups. In parallel studies, Brefczynski and DeYoe (1999) and Tootell et al. (1998) had subjects attend to discrete spatial locations and required them to respond to any targets presented at the currently attended location. Presented concurrently during the spatial attention task were stimuli in other, nonattended locations. The critical manipulation in each of these studies was to vary the attended location while holding the physical stimulation parameters constant. In this manner, the cortical areas selectively activated by spatial attention could be isolated by subtracting the images from each attention condition (i.e., attending to a particular spatial location) from a condition where the same stimuli were passively viewed. The results from these experiments indicated that spatial attention modulates processing in extrastriate cortex in a highly retinotopic pattern. As spatial attention was moved from location to location in the visual field, the cortical area selectively modulated by spatial attention moved in a systematic fashion through dorsomedial and ventral occipital cortex, including areas V2, V3, and V3a. Importantly, both Brefczynski and DeYoe and Tootell et al. showed that this retinotopic pattern of attention-driven activity directly matched the pattern of activity obtained in a control condition, where each spatial location was selectively stimulated without stimuli elsewhere in the visual field.

**Control of Selection** As reviewed above, neuropsychological data have implicated parietal, prefrontal, and subcortical structures in the control of spatial attention. In the following section, we first review the neuroimaging evidence that supports this view of the attentional network. We then look at a number of studies that have compared the operation of the spatial attention network with other forms of attentional orienting, in order to distinguish between those control operations which are unique to spatial attention and those operations which can be shared with other systems. Finally, we examine how knowledge of the neural structures involved in the orienting of spatial attention can lead to direct and testable predictions of cognitive-based theories.

**The Attentional Network** In a seminal PET study, Corbetta et al. (1993) compared sensory-evoked cortical activations as a function of whether attention was shifting to nonfoveal locations in the visual field or remained focused on fixation. In the shifting attention condition, subjects made voluntary attentional movements to the left or right of fixation throughout the scanning period while engaged in a target detection task. In the fixation condition, subjects were required to detect the onset of a target at fixation while ignoring nonfoveal probe stimuli that matched the shifting
attention condition in total peripheral stimulation. Corbetta et al. found activations in the superior parietal lobule (approximating BA 7) and superior frontal cortex (within BA 6) during the shifting attention condition, activations that were absent during the attention at fixation. That activity in both parietal and frontal regions was selective for movements of the attentional spotlight confirmed the findings from neuropsychological studies reviewed in the section “The Neural Correlates” (above).

However, comparing the parietal and frontal activations against a third condition—where subjects passively viewed the peripheral probes while maintaining gaze at fixation—revealed that the parietal and frontal areas were involved in different aspects of the attention movement. In this third condition, the peripheral stimulation due to the probes was assumed to cause involuntary or reflexive shifts of spatial attention (see Posner & Cohen, 1984), shifts that did not occur during the fixation condition because attention was actively maintained at fixation. As a result, while the parietal areas were active during both voluntary and reflexive attentional movements, the frontal areas were active only during the voluntary movements. Consistent with the lesion data reviewed above, Corbetta et al. (1993) concluded that the parietal activations reflected processes associated with attentional movements, while the frontal activations selectively reflected the top-down executive control of voluntary movement.

COMPARISONS WITH NONVISUOSPatial ATTENTION

Given that the results of Corbetta et al. (1993) confirm parietal and frontal involvement in the control of spatial attention, might either of these areas control other forms of selective attention as well, such as attention to visual motion or auditory space? A number of PET and fMRI studies have addressed this question by comparing activations associated with spatial attention against activations arising during other forms of selective attention, in both the visual and the nonvisual domains.

For example, Coull and Nobre (1998) used PET and fMRI measures to examine whether the same cortical systems are involved in orienting attention to visual space and orienting attention to discrete time intervals, such as when an event is expected to occur at a predictable moment in time. Subjects attended a central fixation point, where a cue was presented on each trial that indicated with .80 probability either the most likely location (left or right of fixation) of an impending target, the most likely time interval during which it would occur (300 or 1500 msec post cue), or the most likely location and time interval. The simple detection task required a rapid manual response to the onset of the nonfoveal target while maintaining gaze at fixation. Coull and Nobre found that both forms of attentional orienting produced frontal activations that included bilateral activation of the dorsolateral prefrontal cortex (BA 46).
However, whereas spatial attention selectively activated the right intraparietal sulcus, temporal orienting selectively activated the left intraparietal sulcus. Further, when both spatial and temporal attention were concurrent, bilateral activations were seen in the intraparietal sulcus. These results strongly suggest that while the frontal control mechanisms overlap between spatial and temporal orienting, the posterior cortical areas mediating these different forms of attentional orienting are domain-specific.

In another study, Nobre et al. (1997) used PET to compare the cortical network activated by the top-down or voluntary orienting of spatial attention with the cortical network activated when spatial attention is reflexively oriented to a nonfoveal location by the rapid onset of a peripheral visual stimulus. Subjects maintained fixation on a central diamond that was flanked by two peripheral squares, one in each visual hemifield, 7˚ to the left and right of fixation. In the reflexive attention condition, a brief brightening of one of the two boxes indicated with .80 probability that the impending target stimulus would occur in the flashed box. In the voluntary attention condition, the same box brightening indicated with .80 probability that the target would occur in the nonflashed box. The task required subjects to discriminate whether the target item was an “x” or a “+.” Interestingly, Nobre et al. found few differences in the cortical areas activated by the two visuospatial attention tasks—both produced activations that included bilateral premotor cortex in the frontal lobe—again suggesting a common frontal control mechanism for attentional orienting.

**Parietal activations and theory testing** According to cognitive theory, serial searches of multi-element displays involve successive movements of the attentional spotlight to the location of each display element, an iterative process that continues until the target item has been detected (e.g., Treisman & Gelade, 1980). As a result, if target detection time is plotted as a function of the number of elements in the display, detection time increases with display set size under conditions requiring serial searches. In contrast, conditions conducive to parallel visual searches, which yield a perceptual “pop-out” phenomenon for the target against the background of non-target elements, produce target detection times that remain constant as set size is increased. The assumption is that because the target perceptually pops out from the background elements, parallel visual searches do not require or induce any movements of the attentional spotlight.

Testing this prediction, Corbetta et al. (1995) used PET to examine cortical activations produced during conditions of serial versus parallel visual search. Based on the results of Corbetta et al. (1993), which showed that the superior parietal lobule is active during covert shifts of spatial attention, Corbetta et al. predicted that if attentional movements occur only during serial visual searches, parietal activations should
be observed only in that condition. Subjects viewed moving, nonfoveal dots that were in all four visual quadrants, with the task requiring them to signal the presence within a subset of dots of a target color, a target speed of motion, or a target conjunction of color and speed of motion. Corbetta et al. found that when task conditions produced behavioral evidence of serial visual search (the conjunction condition), activations were found in the superior parietal lobule—activations that were absent under the other two conditions, which produced behavioral evidence of parallel visual search. These results thus provided direct neural evidence implicating the role of spatial attention in guiding the serial scanning of cluttered visual scenes.

Taking a similar approach, Culham et al. (1998) examined the role of spatial attention within the visual tracking system. Subjects were required to covertly track the motion of a subset of “bouncing balls” within a visual display. Comparing fMRI images taken during this tracking task with images obtained during passive viewing of the bouncing ball display revealed bilateral activations in both parietal and frontal cortex, and, albeit to a lesser degree, within motion-sensitive area MT as well. These activations were then compared against activations observed during a variant of the tracking task that was specifically designed to induce the shifting of visuospatial attention. This second comparison showed that both the tracking and the shifting attention tasks produced comparable parietal and frontal activations. Based on this similarity in activation patterns, Culham et al. concluded that attentional tracking engages the network of cortical areas involved in the control of spatial attention.

**Consequences of Selection**

A number of neuroimaging studies have shown that selective attention to different stimulus classes or attributes can lead to selective enhancement (or amplification) of neural activity in the specialized cortical areas where the attended attributes are processed (e.g., Haxby et al., 1994). For example, O’Craven et al. (1997) demonstrated that when subjects viewed a screen containing an overlapping mixture of moving and stationary dots, activity in motion-sensitive areas MT and MST was greater when subjects were selectively attending to the moving dots, in comparison to when subjects were selectively attending to the stationary dots. In relation to the functional consequences of spatial attention, the central question is whether these sorts of attentional effects on cortical processing can be selective for stimuli in attended spatial locations. Here we examine this issue in relation to two closely related phenomena that have been associated with the effects of spatial attention: sensory gain and perceptual salience.

**INCREASED SENSORY GAIN**

As discussed above, ERP evidence has led to the suggestion that spatial attention can act as a mechanism of sensory gain, where stimulus information arising in attended locations is perceptually enhanced and stimulus
information arising in unattended locations is perceptually dampened (e.g., Luck, 1995; Mangun, 1995). However, based on data from both single-unit recordings in nonhuman primates and on human neuropsychology, it has also been suggested that when multiple objects are presented in the visual field, the object representations in cortex “compete” for access to the limited-capacity visual processing system (Desimone & Duncan, 1995). This competition between objects has been characterized as a mutually suppressive interaction, such that each object representation suppresses to a degree the processing of other, concurrent object representations. It now appears that these suppressive interactions may be closely linked to the sensory gain that is associated with spatial attention.

In particular, Kastner et al. (1998) used fMRI to examine the processing of unitary versus multiple visual stimuli, on the hypothesis that if stimuli engage in mutually suppressive interactions, greater activations should arise for a stimulus presented in isolation versus a stimulus presented with other stimuli. In the first experiment, subjects passively viewed stimuli in the upper right visual field quadrant under two conditions: when four stimuli were presented sequentially (i.e., one after the other) and when four stimuli were presented simultaneously. Consistent with their hypothesis, Kastner et al. found that weaker activations occurred in visuocortical areas V1, V2, VP, V4, and TEO under the simultaneous versus sequential stimulus conditions. Following this finding up in a second experiment, Kastner et al. repeated the design used in the first experiment while adding a second condition: varying whether or not spatial attention was covertly oriented to one of the stimulus locations. They found that, in comparison to when the stimuli were unattended, spatial attention led to a bigger increase in the fMRI signal in the simultaneous versus the sequential condition. These results strongly suggest that the sensory gain properties associated with spatial attention may be subserved, at least in part, by biasing the suppressive interactions between multiple stimuli such that the sensory signal associated with an attended stimulus will be enhanced relative to stimuli in unattended locations.

DECREASED PERCEPTUAL SALIENCE Similar to the notion of sensory gain, several studies have examined the effects of spatial attention on the perceptual salience of stimuli in attended versus unattended visual field locations. In terms of neuroimaging, such studies have relied on the strength of PET or fMRI signals as an indicator of the degree to which a given stimulus is perceived—the weaker the hemodynamic signal, the less perceptually salient the stimulus. For example, Rees, Frith, et al. (1997) examined the processing of nonfoveal moving stimuli as a function of the perceptual load of a task at fixation, on the assumption that spatial attention is withdrawn from nonfoveal locations as the load of a foveal task increases (see Lavie & Tsal, 1994). In the low-load task, subjects discriminated whether or not single words presented at
fixation were in uppercase letters, and in the high-load task they were instructed to discriminate the number of syllables in each word. Throughout each task condition, task-irrelevant moving stimuli were presented parafoveally. Importantly, Rees, Frith, et al. found that activation in motion-sensitive area MT was reduced in the high-load versus the low-load condition, suggesting that the withdrawal of spatial attention from parafoveal locations had reduced the perceptual salience of the moving stimuli.

In a similar study, Wojciulik et al. (1998) compared the processing of faces in the human fusiform face area (FFA) as a function of whether or not the facial stimuli were in an attended spatial location. Subjects viewed displays that had four stimuli presented in different parafoveal locations—two houses and two faces—and were required to discriminate (in different conditions) whether the faces or houses matched. As a result, while spatial attention was oriented to the locations of the faces in the face-matching condition, the faces were in unattended locations during the house-matching condition. Given this manipulation of spatial attention, Wojciulik et al. found that fMRI activations in bilateral FFA were larger when subjects were attending to the location of the faces versus the houses, suggesting that there was reduced perceptual salience of the faces when they were in unattended locations.

ISSUES

Current Issues: Combined Methodologies

As the above review indicates, PET and fMRI have been invaluable tools in examining the neural basis of selective spatial attention. However, like lesion and ERP methodologies, neuroimaging has its inherent limitations. The hemodynamic responses that form the basis of both PET and fMRI signals are on the order of hundreds of milliseconds at best (e.g., Kim et al., 1997), a time scale that is relatively sluggish when compared to the millisecond-level speed of neural processing. Compounding this concern, neuroimaging typically relies on scanning functional activity over several seconds at the shortest, further blurring the temporal resolution these measures allow. While coarse temporal resolution is a negligible concern for many important questions that have been—and can be—effectively addressed using hemodynamic measures, efforts are being made to offset this limitation by combining hemodynamic and electrophysiological measures within the same experimental paradigm.

The resulting “hybrid” studies can thus integrate the high spatial resolution of PET or fMRI with the high temporal resolution of ERPs, a strategy that can be used to address questions for which neither method would be appropriate alone. This approach has been particularly effective in spatial attention research, which has relied
heavily on ERPs in relation to issues of site localization, and which can greatly benefit from using neuroimaging to improve the localization of attention-sensitive ERP generators in early visual cortex. We discuss combined paradigms by first introducing the theoretical issues guiding the design of such studies—issues that transcend attention research—and then by examining the specific ways in which these paradigms have been employed in the study of spatial attention.

**Theoretical Framework** To properly correlate hemodynamic and electrophysiological measures of neural activity, two primary issues must be taken into consideration: What are the experimental conditions under which each measure will be obtained, and how might function-related hemodynamic and electrophysiological activity mirror the same underlying processes—if at all—at the physiological level? While the answer to the former is under experimenter control, the latter remains a somewhat open question.

**Experimental Design** Mangun, Hopfinger, et al. (1998) presented a theoretical account of how the high spatial resolution of neuroimaging can be combined with the high temporal resolution of ERPs in order to provide a more complete account of cortical processing, relative to using either method in isolation. The combined approach advocated by Mangun, Hopfinger, et al. rests on a *frames of reference* logic, which details the necessary paradigm structures that must be in place in order to confidently correlate hemodynamic and electrophysiological based measures of neural activity. Although this chapter focuses on the study of visual attention in relation to neuroimaging, the theoretical issues discussed here are applicable to all domains of perceptual, cognitive, and motor study that utilize neuroimaging techniques.

First, given that imaging and ERP recording do not take place at the same time, the combined study must have a common *sensory* reference frame, indicating that identical stimuli are used in each testing session. This will ensure that each measure of neural activity is obtained under the same sensory-evoked conditions. Second, to minimize issues of between-session variability, it is imperative to have a common *biological* reference frame, where the same subjects are used in all testing sessions. If this condition is not met, potential differences in the outcomes of the electrophysiological and hemodynamic measures will be confounded with differences that may arise due to intersubject variation. Third, the study must have a common *experimental* frame of reference, where the comparisons of imaging and ERP data are based on the same conditions—for example, using the same subtraction conditions to isolate task-specific hemodynamic and electrophysiological activity. Finally, to maximize the likelihood of correlating the proper foci of hemodynamic and electrophysiological activity, the study requires an appropriate *spatial* frame of reference. This issue
involves using dipole modeling of ERP scalp topography in order to establish an
approximate cortical location of the ERP-generating dipole of interest—a location
that should have a strong spatial correspondence with the foci of hemodynamic
activity.

**Physiological Correlates** Although combining hemodynamic and electro-
physiological measures can be a powerful tool for examining the neural substrates of
cognition, one must carefully consider how electrical scalp recordings may relate to
regional cerebral blood flow (rCBF). ERPs reflect electrical current generated by
postsynaptic neural activity, whereas neuroimaging indexes changes in rCBF that are
coupled to neural activity. Although incorporating appropriate frames of reference
within a paradigm can minimize the likelihood of measuring qualitatively different
neural activities, ERPs may nevertheless map onto rCBF in at least three different
ways. Specifically, task-dependent ERP and rCBF measures may be reflections of
the same underlying neural activity and its unitary function; they may manifest different
functional aspects of neuronal activity, but in the same population of neurons; or they
can reflect the activity of entirely different populations of neurons. Further, in relation
to attentional manipulations, one must differentiate within each of these scenarios
whether the measured responses reflect stimulus-evoked activity modulated by
attention, or an attention-driven change in cortical excitability (or tonic state) that
is not time-locked to any particular stimulus input (see, e.g., Rees, Frackowiak, et
al., 1997). Most likely, each of these possibilities is equally viable, depending on the
specific cognitive operations and neural structures under study (for a more detailed
discussion, see Mangun, Hopfinger, et al., 1998).

**Imaging and Electrophysiology** Directly applying the theoretical structures outlined
by Mangun, Hopfinger, et al. (1998), a number of spatial attention studies have
adopted combined neuroimaging and electrophysiological paradigms. These efforts
have taken two basic forms, with a focus on using either PET or fMRI to localize the
visuocortical generators of electrophysiological activity, or using ERPs to help delineate
the likely time course of processing events reflected in PET and fMRI images.

**ERP Localization** In human-based studies of visuocortical processing, attention-
related modulations in the P1 ERP component remain the primary evidence indicat-
ing the initial point in visual processing where attention can influence stimulus-
evoked activity (see above). In order to precisely localize the cortical generator of the
P1 ERP component, which has a maximal scalp distribution overlying lateral occipiti-
cortex, Heinze et al. (1994) integrated PET and ERP measures within the same
experimental paradigm. Specifically, they had each subject perform the same task—
symbol matching—in separate PET and ERP testing sessions. While subjects main-
tained gaze on a central fixation point, letterlike symbols were presented bilaterally in a rapid and random sequence, with two symbols in the upper left visual field quadrant and two symbols in the upper right quadrant. The subjects were instructed to attend exclusively to either the left or the right visual field, and to make a rapid, manual response whenever the two symbols in the attended visual field matched.

When comparing PET images of the attention conditions against images taken during passive viewing of the stimuli, Heinze et al. (1994) found that attending to either the left or the right visual field produced significant activation in contralateral fusiform gyrus. Critically, making this same comparison in the ERP data revealed attention-related modulations of the contralateral P1 ERP component (see color plate 2, figure 4.2A). In order to ensure that these data patterns were not an artifact of comparing passive and active task conditions, Heinze et al. subtracted the attend-right condition from the attend-left condition in both the PET and the ERP data, which revealed data patterns parallel to the initial subtractions (figure 4.2B). The focus of the PET activation in the fusiform gyrus was then used to help model the scalp topography of the P1 data shown in figure 4.2B, with the PET data serving to constrain the anatomical location of the P1-generating dipole. Two different dipole modeling conditions were used: a “seeded forward” solution, where the location of the dipole was held constant but the orientation (relative to the scalp surface) was allowed to vary in order to minimize the difference between predicted and recorded P1 topography, and a “best fit” inverse solution, where both the orientation and the location of the dipole were allowed to vary (figure 4.2C). Importantly, when examining the amount of variance accounted for by the modeled dipole source, the seeded solution—which kept the dipole located in the center of the fusiform PET activations—accounted for 96.2% of the variance within the 110–130 msec time window of the P1. Allowing the dipole to move from the fusiform location in the “best fit” solution improved the amount of variance accounted for by only 2.2% (figure 4.3).

The results of Heinze et al. (1994), which suggest that the P1 is generated in extrastriate cortex, have now been extended in two important ways. First, Heinze et al. used upper visual field stimuli, which produced activations in ventral occipital cortex below the calcarine fissure. Given the retinotopic organization of early visual cortex, Woldorff et al. (1997) predicted that if the P1 is generated in extrastriate cortex, activations should be observed in dorsal occipital cortex if lower visual field stimuli were used instead. Bilateral stimuli were presented in the lower visual field in a rapid sequence, and PET and ERP measures were recorded (in separate sessions) as subjects selectively attended to stimuli on the left or the right. Consistent with their prediction, Woldorff et al. found a focus of activation in dorsal occipital cortex that was contralateral to the attended visual field. During iterative dipole modeling, the best fit for the ERP data occurred when the dipole was located in this dorsal area, above the cal-
Figure 4.2
Comparing PET and ERP attention effects from the combined study of Heinze et al. (1994). (A) Topographic isovoltage maps showing the lateral occipital focus of the P1 attention effect for both attend-left minus passive and attend-right minus passive conditions. The corresponding ERP waveforms, showing the associated attention effects, are below each map, along with the time window of the shown scalp topography (shaded). (B) The attend-left minus attend-right ERP data are shown on the right, and a coronal section through the posterior occipital region in the PET data is shown on the left, for the same subtraction condition as the ERP data. The PET data reveal loci of activations in both the left and right fusiform gyri (indicated by the dots), although the left activation appears as a decrease due to the subtraction condition. These data show that the attention effects in the PET and ERP data have similar spatial frames of reference. (C) Two different scalp topographies obtained using dipole modeling procedures. In the “seeded forward” solution (right) the dipole was held constant in the center of the fusiform PET activation, whereas in the “best fit” solution (left) the dipole was allowed to vary in position. The comparison demonstrates that the PET fusiform activation provides a good predictor of the actual dipole location. (Reprinted with permission from *Nature*, copyright 1994, Macmillan Magazines, Ltd.) (See color plate 2.)
carine fissure. Second, Mangun, Bounocore, et al. (1998) have shown, using fMRI and ERP measures, that the prior group-averaged data patterns reported by Heinze et al. and Woldorff et al. are consistent within individual subjects, where on an individual basis attentional modulations of the P1 were found to co-occur with enhanced contralateral activations in the posterior fusiform and middle occipital gyri.

STEADY-STATE VISUAL EVOKED POTENTIALS Another measure of electrophysiological activity is the steady-state visual evoked potential (SSVEP), a surface-recorded electrical potential that is elicited in response to an oscillating and continuously present visual stimulus, such as a flickering light. The waveform of the SSVEP is typically
sinusoidal, and takes on the fundamental frequency of the oscillating stimulus. Like the P1 ERP component, the amplitude of the SSVEP can be modulated by spatial attention, with the amplitude being larger when the evoking stimulus is an attended versus an unattended visual field location (e.g., Morgan et al., 1996). To localize the cortical generator of the SSVEP, Hillyard et al. (1997) recorded fMRI and SSVEP measures in separate sessions as subjects attended to letter sequences in either the left or the right visual field. Importantly, the letters in each visual field were superimposed over square backgrounds that were flickering at either 12 Hz (in the left visual field) or 8.6 Hz (in the right visual field). This difference in flickering rate between locations produced SSVEPs with a unique fundamental frequency for each location, allowing Hillyard et al. to compare the amplitudes of the SSVEPs as a function of both attention and location. Consistent with Morgan et al., the amplitudes of the SSVEPs were larger when the evoking stimuli were attended. When dipole modeling was used to examine the scalp topography of the attention-related modulations of the SSVEPs, the best-fit dipole locations coincided with foci of fMRI activations that were found in ventrolateral occipital cortex. Taken with the above data from combined imaging and ERP studies, the results of Hillyard et al. lend further support to the position that spatial attention first modulates afferent visual processing in extrastriate cortex.

ATTENTION AND STRIATE MODULATION Although combined neuroimaging and ERP methods have strongly suggested that spatial attention can selectively modulate sensory-evoked processing in extrastriate cortex, neuroimaging studies of spatial attention have found attention-related activations in primary visual cortex (e.g., Watanabe et al., 1998). Such findings are at odds with the data from ERP studies, which have failed to show attention-related modulations in the C1 ERP component, a component that has been localized—based on electrophysiological evidence alone—to primary or striate visual cortex (e.g., Clark et al., 1995; Clark & Hillyard, 1996; Gomez Gonzalez et al., 1994; Mangun et al., 1993). One hypothesis for these apparently contradictory findings has been that whether or not attentional effects are seen in striate cortex may depend on the type of visual display used. Whereas both neuroimaging in humans (e.g., Schneider et al., 1995) and single-unit studies in nonhuman primates (e.g., Motter, 1993) have shown attention-related modulations in striate cortex under conditions of cluttered or multielement visual scenes, the ERP studies showing no comparable modulations in the C1 have used single-element displays. This discrepancy suggests that spatial attention may affect striate processing, but only when the subject must selectively isolate a target from a background of nontarget distractor elements.

This hypothesis was examined in a combined fMRI and ERP study by Martinez et al. (1999). In separate fMRI and ERP sessions, they had subjects discriminate unilat-
eral stimuli that were randomly flashed to the left and right of fixation, and that were surrounded by an array of task-irrelevant distractors such that the visual field was “cluttered.” Under these conditions, Martinez et al. found fMRI activations in both striate (i.e., the calcarine fissure) and extrastriate visual cortex, a data pattern consistent with Schneider et al. and Tootell et al. (1998). However, attention-related modulations were found only in the P1 ERP component—the C1 showed no such comparable effect. Following analytic procedures comparable to those of Heinze et al. (1994; see above), Martinez et al. localized the C1 generator to the site of the calcarine activation. These results thus strongly suggest that while attention may be capable of modulating stimulus processing in striate cortex, these effects may be the result of later, reafferent input from higher cortical areas that follows the initial, sensory-evoked response indexed by the C1.

SYSTEMATIC COVARIATION One final approach for combining imaging and electrophysiological measures relies on making parametric variations in a given cognitive operation, and then correlating this manipulation with quantitative changes in signal strength in each dependent measure. This method rests on the assumption that cognitive operations have an “intensity vector” (i.e., they can be engaged in graded amounts; see Just & Carpenter, 1992), and that a change in processing intensity or load for a given operation will produce a quantitative change in activation level at the neural locus (or loci) where the operation is implemented (e.g., Handy, in press). For example, the cortical areas mediating working memory have been identified in neuroimaging studies by showing a positive relationship between activation level and memory load, where load was manipulated by varying the number of digits that subjects were required to hold in storage (e.g., Jonides et al., 1997; Manoach et al., 1997).

Applying parametric load manipulations to combined neuroimaging and ERP paradigms, if both measures reflect the same underlying neural and computational processes, then the measures should covary positively as a systematic change is made in processing load. Using this logic, Mangun et al. (1997) replicated the basic symbol-matching experiment performed by Heinze et al. (1994), but varied the perceptual load of the task. In the high-load condition, the stimuli and task were identical to Heinze et al., as described above. However, in the low-load condition a small but visually salient dot was added to a small percentage of the symbols, and the subjects’ task was to detect any symbols with dots in the attended visual field. Although an attention effect was found in the P1 ERP component in both load conditions, there was an interaction between attention and load as well, indicating that the attention effects were greater in the P1 in the high-load condition. Importantly, the PET images showed load-related increases in signal intensity in both the posterior fusiform and
the middle occipital gyri (figure 4.4), providing strong converging evidence with prior combined imaging and ERP data suggesting that the P1 is generated in extrastriate cortex (e.g., Heinze et al., 1994; Woldorff et al., 1997).

**Future Issues: Selection and Multivariate Activations**

So far, discussion has focused primarily on qualitative issues of *what happens where* in relation to the site and source of spatial attention effects in visual processing. However, the data reported by Mangun et al. (1997), which show covariations in PET and ERP measures as a function of perceptual load, demonstrate that function-related neural behavior has important *quantitative* properties as well. Indeed, it has been
argued that the answers to qualitative questions of neural function directly depend on the quantitative properties of the given task parameters (Carpenter et al., 1999)—if a cognitive operation of interest is not sufficiently engaged by the task a subject is performing, neuroimaging may fail to reveal any significant activation clusters associated with that cognitive operation. In closing, we address two central questions regarding the quantitative relationship between processing load and neural activation: What theoretical principles link parametric variations in cognitive states to quantitative changes in neural activity, and what implications do these principles have for the imaging of cortical function? The answers to these questions lie in understanding the role selective attention can play in describing and predicting the complex patterns of multivariate neural activity typically observed in functional neuroimaging studies. Below we first briefly review the general model of selective attention that applies to the relationship between load and neural activation—attentional resource theory—and then we detail the specific implications that arise from applying resource theory to neuroimaging data.

Attentional Resources Borrowing terms germane to economics, capacity theories of selective attention have likened attention to a limited-capacity resource that is in demand during cognitive processing (for reviews, see Kramer & Spinks, 1991; Näätänen, 1992). The concept of processing load—which can take various operational forms, such as perceptual or memory load—directly follows from this resource view of attention. The load a task places on a given cognitive stage is positively correlated with the task-related demand for attentional resources at that stage (e.g., Lavie & Tsal, 1994). In turn, both imaging and ERP studies have shown that activation levels in discrete cortical processing areas increase with the load a task places on the cognitive operations performed in those loci (e.g., Alho et al., 1992; Carpenter et al., 1999; Handy & Mangun, 2000; Jonides et al., 1997; Mangun et al., 1997; Manoach et al., 1997). These results suggest that, as argued by Just and Carpenter (1992), attentional resources at the cognitive level can be correlated with activation intensity at the neural level (see also Posner & Dehaene, 1994; Posner & Driver, 1992). However, selection implies a limited capacity to perform cognitive operations, and from a resource perspective, these capacity limits are incorporated into the general model by assuming that there is a fixed amount or pool of attentional resources upon which cognitive processes can draw. As one operation consumes a greater amount of resources in response to an increase in load, there will be fewer residual resources available for allocation to other ongoing operations.

Implications The implications of applying attentional resource theory to the analysis of neuroimaging data stem from considering how multivariate neural activity may relate to the concept of resource pools. In dual task situations, the level of perfor-
mance on a primary task is gauged as a function of performance on a secondary task (e.g., Navon & Gopher, 1980; Pashler, 1993). If both tasks share a common resource pool, and the primary task demands sufficient resources such that resource demand exceeds available supply for the secondary task, performance on the secondary task will be relatively degraded in direct proportion to the size of the resource deficit. Applying these concepts to the function-related activity of two neural loci, the activation level at one locus can be compared against changes in intensity at the second locus as a function of load. If the two loci subserve different cognitive operations but share a common resource pool, increasing the resource demand at one locus will increase activation at that locus, and reduce activation in the second locus due to the drop in resource availability. That is, the two loci will manifest a negative covariance in response to the load manipulation. For example, Rees et al. (1997) showed decreased fMRI activations in motion-sensitive cortical area V5 with increases in linguistic load (see above). From a trade-off perspective, the effect on V5 may have been the result of an increase in resource allocation to linguistic processing areas, on the assumption that motion and linguistic processing draw on a common resource pool.

This “trade-off” relationship applies to distributed neural systems as well. As used here, a “distributed neural system” refers to an elementary cognitive operation that is implemented at the neural level across multiple, discrete loci. For example, a study of visual working memory showed functional dissociations between a group of activations in occipitotemporal cortex that were correlated with the initial perceptual encoding of information, and a group of activations in prefrontal cortex that were correlated with the maintenance of that information in memory (Courtney et al., 1997). While this functional integration across multiple neural loci is presumably supported at the neuroanatomical level by relatively dense intrinsic connections between integrated loci (e.g., Friston, 1998), at the functional level these loci should manifest comparable task-dependent activation profiles. As a result, if the load on a given cognitive stage is varied, the distributed neural loci implementing this stage should show a strong positive activation covariance (e.g., Carpenter et al., 1999).

However, manipulations of processing load may also lead to negative covariances. As discussed above, negative covariance is indicative of a trade-off in resource allocation between two functionally segregated loci, and these principles apply to distributed neural systems as well. For example, Raichle (2000) has identified two neural regions—the posterior cingulate cortex and adjacent precuneus—that are most metabolically active when the brain is in a resting state. Interestingly, these areas decrease in activity if subjects are performing a novel task, but maintain relatively high activation levels if subjects are performing a familiar task. Raichle suggested that this dynamic pattern of activity reflects an activation trade-off between different distrib-
uted neural systems; the system associated with activity in the posterior cingulate and adjacent precuneus becomes active only when other systems are not placing a demand on limited “brain” resources. Similar evidence has been found in other meta-analyses of imaging data, where changes in various task parameters (e.g., from passive to active viewing of stimuli) have been shown to produce systematic activations and deactivations in different neural structures (e.g., Petersen et al., 1998; Shulman et al., 1997). From the processing load perspective, as one distributed system draws resources away from a second, the loci in the different distributed systems should manifest negative activation covariance, while the loci within each system should manifest positive covariance.

While selective attention theory provides a viable framework for making direct and testable predictions regarding the functional relationships between multiple neural processing loci, data from neuroimaging may also provide crucial means by which to advance extant cognitive theory. In particular, one of the central debates in attentional resource theory has been over whether there is a single, unitary pool of attentional resources upon which all cognitive operations must draw, or whether multiple resource pools exist, such that not all operations utilize the same resource pool (e.g., Pashler & Johnston, 1998; Shah & Miyake, 1996). One argument in favor of the multiple resource view has been that operations implemented in different cortical regions (e.g., the left and right hemispheres) may rely on different resource pools (e.g., Boles & Law, 1998; Polson & Friedman, 1988; Wickens, 1992). If multiple resource pools exist, orthogonal cognitive processes utilizing different resource pools would be expected to show no trade-offs in activation levels—in the neural loci where those operations are implemented—as the load on one process is varied (figure 4.5). If found, such evidence from neuroimaging would lend strong support to the multiple resource view.

**Conclusions** Hemodynamic neuroimaging has provided researchers with an invaluable tool for studying the neural correlates of cognitive processing, and here we have reviewed how these techniques have been used to detail the cortical and subcortical structures involved in selective visuospatial attention. However, research in selective attention has produced several important advances for imaging neuroscience as well. First, neuroimaging represents an approach that directly complements other investigative methodologies, and the study of spatial attention has given rise to effective paradigms for integrating PET and fMRI with electrophysiological measures of cortical function. These resulting “combined” paradigms have been developed so that the relative weakness of hemodynamic neuroimages—low temporal resolution—is offset by the high temporal resolution of ERPs. Second, it has been argued that to advance
our understanding of mind–brain relations, we need to move beyond making topographic maps of human brain function to uncovering the emergent properties underlying multivariate neural behavior (Friston, 1998). Central to this process will be the incorporation of attentional resource theory as a means by which to predict and describe such multivariate activity.

For example, cortical areas mediating a common cognitive operation should be expected to covary positively (in terms of activation intensity) with a parametric variation in that operation, while cortical areas mediating different operations—but sharing a common resource pool—should be expected to covary negatively. Likewise, Friston (1997: 213) has proposed the hypothesis that within distributed neural systems, functional integration is subserved by neural transients, defined as “the mutual expression and induction of reproducible, stereotyped spatiotemporal patterns of activity that endure over extended periods of time.” Taken within a processing load framework, does the induction and maintenance of neural transients require the con-
sumption of attentional resources, and if so, does this limit the induction and main-
tenance of other, concurrent transient states? These represent the next generation of
questions to be addressed by imaging neuroscience, and the tenets of selective atten-
tion theory will likely be integral in the search for definitive answers.
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Functional Neuroimaging of Visual Recognition

Nancy Kanwisher, Paul Downing, Russell Epstein, and Zoe Kourtzi

INTRODUCTION: THE MODULARITY OF VISUAL RECOGNITION

The Problem of Visual Recognition

Visual recognition is one of the mind’s most impressive accomplishments. The computational complexity of this task is illustrated by the fact that even after several decades of research in computer vision, no algorithms exist that can recognize objects in anything but the most restricted domains. Yet the human visual system is not only highly accurate but also extremely fast (Thorpe et al., 1996), recognizing objects and scenes at rates of up to about eight items per second (Potter, 1976). How is this accomplished?

Although multiple cues to visual recognition are available—including color, characteristic motion, and kind of stuff or material (Adelson & Bergen, 1991)—shape is widely considered to be the most important. The fundamental challenge for cognitive and computational theories of shape-based object recognition is to explain how we are able to recognize objects despite the substantial variation across the different images of each object caused by changes in viewpoint, lighting, occlusion, and other factors (Ullman, 1996).

A complete cognitive theory of human shape-based visual recognition would specify the precise sequence of computations that intervene between the retinal image and the matching of the input to a stored visual description in long-term memory, along with a characterization of the intervening representations that are computed along the way. While we are still far from attaining this goal, behavioral research has made significant progress. Several findings support the idea that object recognition is accomplished by the construction of viewpoint-invariant structural descriptions of visually presented objects, which are then matched to similar representations stored in long-term memory (Marr, 1982; Biederman & Gerhardstein, 1993; Ellis et al., 1989). On the other hand, numerous experiments have implicated the storage of multiple views for each object (e.g., Tarr & Bülthoff, 1995; Ullman & Basri, 1991) to which incoming perceptual information can be matched. Most researchers agree that variants of each of these types of representations are probably used in at least some conditions and/or for some levels of visual expertise (Diamond & Carey, 1986).

An important question for any theory of object recognition is whether different kinds of visual stimuli are recognized in the same basic way, or whether qualitatively different algorithms are involved in the recognition of different classes of stimuli, such as faces, objects, and words. Given the very different natures of the computational problems posed by the recognition of each of these stimulus types, it would be unsur-
prising if somewhat different mechanisms were involved in each. Indeed, behavioral findings have shown that face recognition differs from object recognition in that it is more dependent on stimulus orientation (Yin, 1969), more “holistic” as opposed to part-based (Tanaka & Farah, 1993), and more dependent on information about surface pigmentation and shading (Bruce, 1988). These and other findings suggest that a general-purpose algorithm which recognizes visual stimuli of all types may not constitute the best theory of human visual recognition.

Thus, one way to gain traction on the problem of understanding how visual recognition works is to attempt to discover the fundamental components of the process. One very rich source of information on the functional components of visual recognition comes from the lucky fact that the functional architecture of visual information processing is mirrored at least in part by the modular organization of visual cortex. As Marr (1982, p. 102) put it: “The idea that a large computation can be split up and implemented as a collection of parts that are as nearly independent of one another as the overall task allows, is so important that I was moved to elevate it to a principle, the principle of modular design. . . . The existence of a modular organization of the human visual processor proves that different types of information can be analyzed in relative isolation.” A long tradition of cognitive neuropsychologists has exploited the modular structure of visual cortex in efforts to discover the functional components of vision. In this chapter we first review the evidence from neuropsychology for modularity of visual recognition. We then turn to the evidence from functional brain imaging before going on to consider the broader implications of these findings as well as the potential of brain imaging to elucidate visual cognition.

Modular Structure of Visual Recognition: Neuropsychological Evidence

Evidence for Dissociable Stages in Visual Recognition The entire process of visual object recognition can be logically decomposed into (at last) four main components (see figure 5.1): (1) early image processing, including the extraction of features, edges, and contours; (2) extraction of higher-level information about object shape; (3) matching of that shape information to a particular stored visual representation in long-term memory; and (4) accessing of stored semantic/conceptual information about the object. Evidence that each of these processes may constitute a distinct component of human visual recognition comes from cases of people who (as a result of focal brain damage) are unable to carry out one or more of them (see Farah 1990; Humphreys & Bruce, 1989).

Cases of “apperceptive agnosia” have long been taken to suggest a distinction between the first and second components, that is, between the extraction of simple, low-level properties of the image, such as features and contours (preserved in this
syndrome), and the appreciation of the shape or structure of an object (impaired). Typical apperceptive agnosics can carry out simple visual tasks, such as discriminating curved lines from straight lines, but are impaired at discriminating different shapes (whether novel or familiar). The precise definition of apperceptive agnosia is a matter of ongoing debate (De Renzi & Lucchelli, 1993; Warrington, 1985). Researchers disagree on whether the inability to proficiently copy line drawings is a necessary criterion for diagnosis with this syndrome, or whether copying may sometimes remain intact with the deficit affecting only higher-level tasks hinging on the perception of the three-dimensional structure of an object. Nonetheless, there is a consensus that some agnosic patients fail to recognize objects not because of a deficit in either low-level vision or in matching perceptual information to stored information in long-term memory, but because of a failure to construct an adequate perceptual representation of the shape of the object from the retinal image. As such, these cases provide evidence for a distinction between the first and second processes in figure 5.1.

Visual shape analysis (component 2 in figure 5.1) may itself have several distinct components. A particularly interesting dissociation was seen in patient DF (Humphrey et al., 1996), who could discriminate the three-dimensional structure of shapes defined by shading gradients, but was unable to discriminate similar shapes in which the edges were depicted as luminance discontinuities or lines. This result suggests that extracting shape from shading may be a process distinct from extracting shape from contours. Evidence that the extraction of viewpoint-invariant shape information entails distinct processes comes from patients with right posterior damage, who are often selectively impaired in recognizing objects from unusual views (Warrington & Taylor, 1978). Further, a double dissociation between scene segmentation and shape extraction reported by Davidoff and Warrington (1993) suggests that these processes may also be functionally distinct.

Evidence also exists for a dissociation between components 2 and 3 in figure 5.1. For example, patient HJA, studied by Humphreys and Riddoch (1987), is able to
copy a line drawing of an object quite accurately, and can match two different views of an object, indicating a preserved ability to extract object-centered shape representations. HJA is also very good at drawing objects from memory, indicating intact memories for the appearances of objects. Yet HJA is grossly impaired at matching his perceptually derived shape representation to a stored representation in memory, and hence performs very poorly on object recognition tasks. Importantly, HJA is not simply impaired at naming the objects or understanding them at a semantic level. He is unable to perform an “object decision task” (introduced by Kroll & Potter, 1984), in which drawings depicting real familiar objects must be discriminated from similar drawings of possible but nonexistent objects. Because this task requires matching to stored visual descriptions, but not conceptual or verbal processes, it shows that HJA’s impairment is due to an inability to recognize objects in the sense of matching visual information to a stored visual description (not subsequent stages). Thus this case demonstrates a dissociation between the construction of high-level representations of object shape (component 2) and the matching of shape information to a particular representation in long-term memory (component 3).

Finally, evidence that the process of matching perceptual representations to specific stored visual representations (component 3) is dissociable from accessing semantic representations of the recognized object (component 4) comes from cases of “optic aphasia.” One such example is patient JB (Riddoch & Humphreys, 1987; see also Hillis & Caramazza, 1995), who performs the object decision task in the normal range, indicating the ability to match to stored descriptions. Yet JB frequently cannot provide any information about the objects he has correctly classified as real. This case demonstrates that matching to stored visual descriptions can be carried out independently of accessing semantic information about those objects (since he can do the former but not the latter). Note that this is not simply a problem of accessing the name of the object, but a more general problem of accessing any meaningful information about the object. Similarly, in the case of “word-meaning blindness,” patient JO performs normally on a written lexical decision task, indicating preserved ability to recognize visually presented words. Yet she is severely impaired at accessing the meanings of the words so recognized (Lambon Ralph et al., 1996). Further, even normal subjects occasionally visually recognize a face (in the sense of being certain that it is familiar) without remembering anything about the person, indicating that for face recognition, too, matching to stored visual descriptions can proceed independently of access to semantic information about the recognized person. These examples demonstrate that the storage and accessing mechanisms for the visual form of familiar objects (component 3) is at least partly functionally distinct from the knowledge we have about those particular items (component 4). In this chapter we will use the word
“recognition” to refer to the process of matching to the stored visual representation of an object, without assuming that this further entails accessing of semantic/conceptual information about the objects so recognized.

In sum, neuropsychological evidence supports the functional dissociation between the four main stages or components of object recognition depicted in figure 5.1. Next we consider the orthogonal question of whether different mechanisms are involved in recognizing different kinds of visual stimuli.

**Evidence for Category-Specific Mechanisms for Visual Recognition**  As mentioned above, the behavioral literature suggests that the visual recognition of distinct stimulus classes (e.g., faces versus objects) may involve qualitatively different mechanisms. This hypothesis is further strengthened by evidence from the syndrome of prosopagnosia (Bodamer, 1947), in which patients become unable to recognize previously familiar faces, sometimes in the absence of discernible impairments in the recognition of objects or words. One account of prosopagnosia argues that it is not a specific impairment in face recognition per se, but rather an impairment in the ability to make any fine-grained visual discriminations between different exemplars of the same class (Damasio et al., 1982), especially for highly overlearned “expert” discriminations (Diamond & Carey, 1986; Gauthier et al., 1997). Evidence against this hypothesis comes from several studies showing that at least some prosopagnosics retain a preserved ability to discriminate between different exemplars of a nonface class (De Renzi, 1986). For example, Sergent and Signoret (1992) reported a patient who was profoundly prosopagnosic despite showing an excellent ability to discriminate between different models of the same make of car, a category in which he had gained substantial premorbid visual expertise. Cases such as these suggest that prosopagnosia is not simply a general loss of expert subordinate-level discrimination.

Perhaps the strongest evidence for a dissociation between face and object recognition comes from the opposite case of agnosia for objects in the absence of an impairment in face recognition. Patient CK’s general visual abilities are drastically disrupted, and he has great difficulty recognizing objects and words, yet he is completely normal at face recognition (Moscovitch et al., 1997). Moscovitch et al. argue that while most of the neural machinery necessary for object recognition is damaged in CK, face-specific recognition mechanisms are preserved. Strikingly, the face inversion effect (i.e., the decrement in face recognition performance when faces are presented upside down) is six times greater in patient CK than in normal subjects, consistent with the idea that the face-specific mechanisms preserved in this patient cannot process inverted faces.

These neuropsychological findings of localized face-specific mechanisms dovetail with results from intracranial recordings of face-specific responses from focal regions
in the ventral occipitotemporal pathway in monkeys (Gross et al., 1972; Perrett et al., 1982) and humans (Fried et al., 1997; McCarthy et al., 1997; Allison et al., 1999), and with face-selective ERP (Bentin et al., 1996; Jeffreys, 1996) and MEG (Sams et al., 1997; Liu et al., 2000) responses recorded from the scalps of normal human subjects.

Further findings of alexia, or selective deficits in letter or word recognition, suggest that there may also be functional specialization for the recognition of letters or words (but see Shallice, 1988). This syndrome is of particular importance in the present context because reading has arisen so recently in evolution that any specialized mechanisms for this ability are very unlikely to be innately specified. However, Farah (1992) has argued that the pattern of co-occurrence of agnosia, alexia, and prosopagnosia suggests that there are only two, not three, processing components underlying these deficits (but see Rumiati et al., 1994; Farah, 1997).

Evidence for other fine-grained category-specific impairments in visual recognition has been reported. In the syndrome of “topographic agnosia” (Aguirre & D’Esposito, 1999), patients become unable to recognize previously familiar places. Reminiscent of prosopagnosic patients who know they are looking at a face but cannot tell who it is without a clue from a distinguishing feature, such as hairstyle or clothing, patients with topographic agnosia report that even their own house does not look familiar and can be recognized only by a distinguishing feature, such as the number on the door or the shape of the mailbox in front. Although topographic agnosia and prosopagnosia sometimes co-occur, the fact that each can occur without the other suggests that two distinct syndromes are involved, and that special-purpose mechanisms may exist for the visual recognition of familiar places (Aguirre & D’Esposito, 1999).

Further neuropsychological dissociations have been reported—for example, between the recognition of living things, such as animals, and nonliving things, such as tools and other artifacts (e.g., Hillis & Caramazza, 1991; Warrington & Shallice, 1984; Tranel et al., 1997; Caramazza & Shelton, 1998). How do these selective deficits fractionate along boundaries between visual recognition, lexical knowledge, and semantic knowledge? There is some evidence on this issue. For example, Sheridan and Humphreys (1993) describe a patient with relatively intact visual-structural representations, as assessed by an object decision task, who nonetheless has significant difficulty accessing semantic and lexical information about animals and foods, given pictures or verbal descriptions. In contrast, studies of other patients have suggested a category-specific deficit for living things with a locus in the visual-structural representation. For example, Sartori and Job (1988) tested a patient who showed difficulty on an object decision task on living things. Similarly, Silveri and Gainotti (1988) tested a patient’s ability to name animals, given definitions; performance was worse when the definitions favored visual descriptions of the animals compared to abstract or functional descriptions.
Do these deficits necessarily imply category specificity in the neural organization of knowledge? In one of the earliest reports of a dissociation between living and non-living things, Warrington and Shallice (1984) suggested that the dissociation might be best explained not by a categorical division in semantic systems but rather by differences in the kinds of information involved in the representations of these categories. Specifically, it has been proposed that knowledge of animals is composed disproportionately of visual information, while knowledge of artifacts is dominated by functional (and perhaps motor) information. These differences are thought to arise from the kinds of experience we typically have with the objects in these categories—animals are generally observed from a distance, whereas tools and artifacts, manufactured for a specific purpose, typically are directly manipulated. However, a consensus has yet to emerge on this issue (see, e.g., Farah & McClelland, 1991; Farah, 1994, 1997; Farah et al., 1996; Caramazza & Shelton, 1998).

To sum up this section, the evidence from neuropsychology indicates that the mechanisms underlying visual recognition are characterized by a considerable degree of modularity. Patient studies implicate distinct mechanisms for different stages of visual recognition (i.e., the components illustrated in figure 5.1), and further suggest that distinct mechanisms may be involved in the visual recognition of stimulus classes such as faces, objects, words, animals, and tools. But although neuropsychological data are clearly important in evaluating theories of visual recognition, notorious difficulties arise when using data from brain-damaged patients to make inferences about cognition in the normal brain (Shallice, 1988). First, brain damage rarely affects a single focal area, so many functions are likely to be disrupted in any single case. Second, brain damage may result in the reorganization of cognition rather than in the deletion of a component from it. For these and other reasons, functional brain imaging in normal subjects provides an important complement to studies of patients with specific deficits resulting from focal brain damage. Next we outline the progress that functional brain imaging studies have made in discovering the fundamental components of the human visual recognition system.

**FUNCTIONAL NEUROIMAGING OF VISUAL RECOGNITION**

Early imaging work provided evidence that human visual cortex follows the same macroscopic organization reported earlier in the macaque, with a ventral/occipito-temporal pathway more engaged in visual recognition tasks and a dorsal/parietal pathway more engaged in tasks involving location and action. For example, Haxby et al. (1991, 1994) used PET to find occipitotemporal activations for a face-matching task but occipitoparietal activations for a location-matching task. A study by Köhler
et al. (1995) used a similar technique with line drawings of objects, again finding greater activation in ventral regions for a task requiring encoding of the identities of objects, but greater activation in dorsal regions when location tasks had to be carried out on the same stimuli. These studies indicate that ventral occipitotemporal cortex is the general region where any modular components of visual recognition are most likely to be found. In this section we review the evidence that particular regions within this ventral pathway may be specialized for the perception of object shape, as well as the perception of faces, places, words, and other categories of visual stimuli.

**Visual Shape Analysis**

Evidence from a variety of sources indicates that a large region of lateral and inferior occipital cortex just anterior to retinotopic cortex (LO) responds more strongly to stimuli depicting shapes than to stimuli with similar low-level features which do not depict shapes (Malach et al., 1995; Kanwisher et al., 1996). Importantly, the three-dimensional shapes depicted in these studies were novel, so the activations in these conditions cannot be straightforwardly accounted for in terms of matching to stored visual representations, or semantic or verbal coding of the stimuli. Common areas within this lateral occipital region are activated by shapes defined by motion, texture, and luminance contours (Grill-Spector, Kushnir, Edelman, et al., 1998; Grill-Spector, Kushnir, Hendler, et al., 1998). Kourtzi and Kanwisher (2000a) have shown that 3D shapes defined primarily by shading information (grayscale photos) and those defined by contours (line drawings) activate largely overlapping regions in lateral occipital cortex. Further, Mendola et al. (1999) have shown that whereas simple forms defined by differences in luminance, color, or direction of motion largely activate regions in retinotopic cortex, stereoscopic and illusory-contour displays primarily activate the lateral occipital region, suggesting that this area may be particularly involved in extracting information about depth.

Several studies have shown a reduction in the response of a particular region of LO (and other regions of cortex) when stimuli are repeated (Malach et al., 1998). Grill-Spector et al. (1999) have further shown that in LO this effect can be observed even when the repeated shapes vary in size and position, thus demonstrating that the representations in this area are invariant with respect to changes in size and position. Importantly, this adaptation effect is not found across changes in object viewpoint, showing that the representations in this area are not viewpoint-invariant. As this work illustrates, fMRI adaptation is a potentially very powerful technique for characterizing the representations in particular regions of cortex.

Thus work on the lateral occipital complex is promising and suggests that regions of cortex may indeed exist which are specialized for some aspect/s of shape processing. However, several crucial questions have yet to be tackled. First, what specific aspect/s
of shape analysis is/are computed in this region? Second, will the areas activated by
different shape cues in different studies overlap if run on an individual subject, or will
different but adjacent regions within lateral occipital cortex be activated by different
shape cues? Third, a critical methodological point is that most of the prior work in
this area has used passive viewing tasks (but see Grill-Spector et al., 1999). Will the
greater activations to intact than to scrambled stimuli still be obtained when this
attention confound is removed and similar attentional engagement in the two condi-
tions is required? Research in this area has the potential to provide important insights
about the nature of the intermediate representations of shape involved in object
recognition (Kourtzi & Kanwisher, 2000a).

Faces

Faces may provide the strongest case for cortical specialization for a particular stim-
ulus category. This is perhaps not too surprising, given that faces are enormously rich
and biologically relevant stimuli, providing information not only about the identity of
a person, but also about mood, age, sex, and direction of gaze. In this section we con-
sider the evidence from functional brain imaging that a region of cortex is selectively
involved in some aspect of face perception, and more specifically we ask what precise
aspect of face perception might go on in this region.

Several early PET studies demonstrated that regions of the ventral pathway become
active during face recognition tasks (Haxby et al., 1991, 1994; Sergent et al., 1992).
Puce et al. (1995) and Clark et al. (1996) obtained similar results using fMRI, enabling
them to more precisely localize the activations in the fusiform gyrus in individual sub-
jects. Puce et al. (1996) used fMRI to demonstrate that a region in the fusiform gyrus
was more active during face viewing than during letter-string viewing. They also
found another region in the superior temporal sulcus that was more active for view-
ing of faces than of letter strings. While these findings are broadly consistent with the
neuropsychological syndrome of prosopagnosia in suggesting that specialized neural
mechanisms may exist for the perception of faces, they do not unequivocally demon-
strate that the activated regions are selectively involved in face perception. To make
such a case, it is necessary to quantify the response of the area to a large number of
different conditions in order to show that it generalizes across widely different in-
stances of faces, yet fails to generalize to nonfaces. Next we review the studies in our
lab that have attempted to do exactly that.

A Distinct Face-Selective Region in the Mid Fusiform Gyrus

We began by scan-
ning participants while they viewed a videotape composed of alternating 30-second
periods, each containing a sequence of black-and-white photographs of either faces
or objects (Kanwisher et al., 1997). To find parts of the brain that respond more
strongly to faces than to objects, we ran a statistical test on each voxel, asking whether its MR signal was significantly higher during face viewing than during object viewing. Although the exact location of the activation varied somewhat across subjects, in most participants a small region in the right fusiform gyrus (see color plates 3 and 4, figures 5.2 and 5.3a) responded significantly more strongly during face viewing than during object viewing.

Several aspects of this activation are striking. First, in most subjects the effect is strong enough that the pattern of large peaks for face epochs and much lower peaks for object epochs is clearly visible in the raw time course of MR signal intensity in this region in individual subjects (see figure 5.3c), and often even in individual voxels (figure 5.3d). Confirming this informal intuitive measure of significance, statistical tests comparing the response to faces against the response to objects reach $p$-levels (uncorrected for multiple spatial hypotheses) of $p < 10^{-4}$ or better on a Kolmogorov-Smirnov test (figure 5.3a), and $t$-tests on the same data tend to be even stronger (figure 5.3b). The signal increase (from a fixation baseline) is typically about 2% for faces and half that or less for nonfaces. In contrast, the ring of voxels immediately surrounding this region (figure 5.3e) typically exhibits little or no face selectivity, indicating that this region has sharp borders. Thus, the activation for faces versus objects is large,
Figure 5.3
The fusiform face area in subject WB. (a, b) Regions responding significantly more strongly during face viewing than during object viewing on a Kolmogorov-Smirnov test (a), and the same data analyzed with a t-test (b). Although the Kolmogorov-Smirnov test is often criticized, we usually find that (as in this example) the results of the two tests are highly similar except that t-tests produce stronger p levels than KS tests on the same data. (c) The FFA as identified by our standard criterion (p < 10^-4 on a KS test, uncorrected) is shown in the yellow overlay on the slice at left. The time course of raw percent signal change (from the fixation baseline) in the FFA is shown at right. Note the obvious peaks in MR signal intensity corresponding to the face epochs (F); other epochs in this sequence contained houses (H), assorted objects (O), and scenes (S). (d) The time course of percent signal change from a single voxel within the FFA (shown as the yellow voxel in the slice at left), showing that face selectivity is often visible in the raw data from individual unsmoothed and unaveraged voxels. (e) The region immediately surrounding the FFA is not face-selective, as can be seen in the time course from this region at the right. (f) An illustration of the problem that can result when the FFA ROI is too large. In this case the face area is defined as a 5 × 5 voxel square centered on the voxel with maximal face versus object activation. Although some face selectivity is still visible in the raw data, the effect has clearly been diluted by averaging the nonface-selective surround with the FFA. (See color plate 4.)
highly significant, and spatially circumscribed. This region appears to reflect not simply a graded and continuous change from surrounding cortex, but a functionally distinct area.

**Testing Alternatives to Face Selectivity** But what, exactly, does this area do? It was tempting to conclude that it is the face recognition mechanism that psychologists and neuropsychologists have long hypothesized to exist. But a greater response to faces than to objects is consistent with a number of alternative accounts. The activation for faces might simply reflect the possibility that faces are more interesting or attentionally engaging than objects. Or it could reflect the fact that faces are exemplars of a single category (face), whereas the objects we used came from many categories. Or perhaps this same area would respond similarly to animals, or to human hands, in which case it might be selective for animate objects or body parts, not faces. Before claiming that this region of the brain was specialized for face perception, it was necessary to test these alternatives.

Our strategy was first to find the candidate face region in each participant with our test comparing the activation for faces versus objects. Then we looked at this same region in each participant’s data during several new tests. To see if the candidate face area simply responds whenever participants look at many different exemplars of any category of object, we looked again at each subject during a new test in which alternating sequences of faces and houses were presented. In this test, the average percent increase in MR signal in the candidate face area (from a baseline in which participants simply fixed their eyes on a dot) was several times greater during viewing of faces than during viewing of houses, indicating a high degree of stimulus selectivity. Clearly, this region does not simply respond maximally whenever a set of different exemplars of any category is presented. Other labs have also found greater responses in face selective regions during viewing of multiple exemplars of faces than during viewing of flowers (McCarthy et al., 1997), houses (Haxby et al., 1999), or cars (Halgren et al., 1999).

One could still argue that participants automatically categorize faces at the subordinate level (i.e., which specific face is this?), but they don’t bother to do this when they look at houses or other objects. Further, participants may simply pay more attention to faces than to any other stimuli. So in another test we presented a sequence of 3/4-view faces with hair concealed, compared to a sequence of different people’s hands all held in roughly the same position. We required participants to discriminate among the different exemplars in each case by asking them to press a button whenever they saw two consecutive images that were identical (a “1-back” task). This task is particularly difficult for the hand stimuli, so participants are likely to have paid at least as much attention to the hands as to the faces. The data showed that the candi-
date face region in all five participants responded more strongly to faces than to hands even in this task. So activation in this area does not reflect either general visual attention or effort, or subordinate-level classification of any visual stimuli. Instead, this area apparently responds specifically to faces.

After testing and rejecting the most plausible alternative accounts we could think of, we proposed that this area, which we named the “fusiform face area” (FFA), is selectively involved in the perception of faces (Kanwisher et al., 1997). By face “selectivity” or “specificity,” we do not mean exclusivity. The FFA responds more to nonface objects than to a minimal stimulus like a fixation point (see also Haxby et al., 1999). Instead, we follow the definition used by single-unit physiologists (Tovee et al., 1993), in which selectivity means that the response must be at least twice as great for the preferred stimulus category as for any other stimulus category. Haxby et al. (1999: 196) have argued that the partial response to nonfaces is “problematic for [Kanwisher et al.’s] hypothesis that face-selective regions . . . constitute a ‘module specialized for face perception.’” We disagree. First, because of limitations on the spatial resolution due to voxel size, blood flow regulation, and other factors, the MR signal intensity from a particular ROI should not be expected to reflect a pure measure of the activity in a single functional module, but will include contributions from functionally distinct adjacent (and even interleaved) neural tissue. Second, there is no reason to expect even a strongly face-selective neural module to shut itself off completely when a nonface is presented (Carey & Spelke, 1994). Indeed, it is hard to imagine how this could occur without a special gating mechanism that discriminates between faces and nonfaces and allows only the face information into the FFA. In the absence of such a gating mechanism, it would be most natural to expect a much lower but still positive response to nonfaces in a region of cortex specialized for face processing. This is exactly what we observe.

In another line of experiments (Tong et al., 2000), we demonstrated that the FFA response is (1) equally large for cat, cartoon, and human faces despite very different image properties; (2) equal for front and profile views of human heads, but declining in strength as faces rotate away from view; and (3) weakest for nonface objects and houses. Finally, we have demonstrated (Kanwisher et al., 1999) that the response of the FFA is not selective for anything animate, because the response of this area to stimuli depicting animals with their heads not visible is not significantly greater than the response to inanimate objects (but see Chao et al., 1998).

At this point we have quantified the MR response of the FFA to over 20 different stimulus categories (figure 5.4). Each of these conditions has been run in both a passive viewing and a 1-back task, and we have never seen a different pattern of response between tasks, so we are reasonably confident that the results we have observed are
Figure 5.4
A summary of the main findings on the fusiform face area (FFA) from our lab. Each box contains an example of a stimulus from a different category; the number below it is the magnitude of the response of the FFA in that condition (in percent signal change from fixation). Each response magnitude is based on at least four subjects, and on the average over passive viewing and 1-back tasks. (In none of these experiments did we see a significant interaction of stimulus condition × task.) This summary is compiled from many different experiments. Because not all conditions were run within the same subjects and scans, the exact magnitudes of response across conditions should be considered illustrative only. In an effort to partially normalize for subject and scan differences, the magnitudes in each condition were normalized to the activation for front-view grayscale faces in the same scan.
not due to differences in attentional engagement between stimulus classes. Overall, our results indicate that the response of the FFA generalizes across very different face types, and so cannot be explained in terms of a specific response to a salient facial feature, such as the eyes, or a more general response to heads. Instead, the FFA appears to be optimally tuned to the broad category of faces.

**A Role in Discrimination of Gaze, or Emotional Expression, or Semantic Processing?**

However, demonstrating the selectivity of this region to face stimuli is just the beginning. We still do not know what the FFA does with faces. Nonetheless, the data collected so far do provide some clues. We are very sensitive to subtle differences in the direction of another person's gaze, so one possibility is that the FFA is specifically involved in extracting this information. Evidence against this hypothesis comes from the fact that occluding the eyes does not produce a significant reduction in the FFA response to faces (Tong et al., 2000). One could imagine that subjects might occasionally infer the direction of gaze of a face even when the eyes are occluded, but it seems unlikely that this alternative can account for the nearly identical response to faces with eyes showing and faces with eyes occluded. Further, a study by Hoffman and Haxby (2000) found that regions in the STS responded more strongly during attention to direction of gaze, whereas regions in the fusiform gyrus were more active during attention to face identity (see also Wicker et al., 1998). The possibility that the FFA is specifically involved in extracting emotional expressions from faces also seems unlikely, given the consistently high response of the FFA during viewing of expressionless faces. Further, in studies directly manipulating the presence or absence of emotional expressions in face stimuli, the greatest activation is in the amygdala (Breiter et al., 1996; Morris et al., 1996) or anterior insula (Phillips et al., 1997), not the fusiform gyrus.

The further possibility that the FFA is involved in representing semantic information about particular individuals is also unlikely, given that in many of our experiments the faces are unfamiliar to the subjects, so little or no semantic information about the individuals should be available (and the rapid stimulus presentation rate of 1.5 faces per second would be likely to discourage imagination of the semantic details), yet the response magnitude and selectivity of the FFA does not appear to be any weaker for unfamiliar than for familiar faces (see below). Thus, while not definitive, the above considerations suggest that the FFA is unlikely to be involved in discriminating the direction of gaze or emotional expression in a face or in representing higher-level semantic information about individuals.

**The FFA: Face Recognition Versus Face Detection?**

Is the FFA then involved in extracting the critical stimulus information necessary for the recognition of individ-
uals, or is it simply engaged in detecting the presence of faces or finding them in complex images? At first glance it may seem implausible that a region of cortex would be dedicated to a computation as humble as face detection. However, Carey and Spelke (1994) have suggested that a face detection system might play a crucial role in cognition by selectively engaging the social cognition system when appropriate stimuli are present. From a very different perspective, research in computer vision suggests that finding faces in complex images may be one of the most computationally demanding components of the problem of face recognition (Hallinan et al., 1999). What makes the detection problem so challenging is the requirement to generalize across large within-class variations while maintaining fine between-class boundaries. This is a difficult balance to achieve, because increasing within-class generalization typically leads to blurring the distinction between classes (Yang and Huang 1994; Rowley et al., 1995). These considerations lend plausibility to the idea that a region of cortex may be dedicated to face detection, and raise the question of whether that is the primary function of the FFA.

If, instead, the FFA is involved in face recognition, then we might expect to find a higher response when faces are successfully recognized than when they are not. However, several studies (Dubois et al., 1999; George et al., 1999; Gorno Tempini et al., 1998) have found no greater response in the FFA region to familiar than to unfamiliar faces (see also Haxby et al., 1996; Clark et al., 1998). Further evidence against a role in recognition comes from studies of face inversion. When grayscale faces are presented upside down, face detection remains easy (i.e., it is obvious that the stimulus is a face), but numerous behavioral studies have demonstrated that face recognition is impaired (e.g., Diamond & Carey, 1986). Thus, if the FFA is involved in face recognition (as opposed to face detection), we might expect the magnitude of the FFA response to be much lower for grayscale faces presented upside down, whereas if it is involved in face detection, the magnitude of the response may be similar for upright and inverted grayscale faces. In fact, although we did find significant reductions in the FFA response for inverted compared to upright faces, this effect was small in magnitude and was not consistent across subjects (Kanwisher et al., 1998). Further, two subsequent studies failed to find any significant reduction in the response of face-selective cortical regions to inverted compared to upright faces (Aguirre et al., 1999; Haxby et al., 1999). Given that the stimulus information extracted from inverted faces is not sufficient to support reliable face recognition, the failure to find a substantial reduction in the response magnitude for these stimuli provides some evidence against a role for the FFA in face recognition.

In a similar vein, preliminary results from our lab (Harris & Kanwisher, unpublished data; see also Halgren et al., 1999; Ishai et al., 1999) have found that the
FFA response to edge maps (i.e., line drawings) of faces is about as strong as the response to grayscale photos of faces, despite the fact that recognition of faces is much worse for edge maps than for grayscale photos (Bruce, 1988). Like the familiarity and face inversion results, these data provide another case in which a manipulation that prevents or severely disrupts recognition has little or no effect on the magnitude of the FFA response.

In contrast to the apparent lack of a correlation between the recognizability of a face stimulus and the FFA response, the detection of a face does seem to be correlated with the FFA response. First, inversion of two-tone (“Mooney”) faces both drastically disrupts the ability to detect a face at all in the stimulus and produces a substantial reduction in the FFA response (Kanwisher et al., 1998). Second, Tong et al. (1998) demonstrated that a sharp rise in FFA activity occurs when subjects detect a face in an ambiguous rivalrous stimulus (with a face displayed to one eye and a house displayed to the other). In this study the same single face was used for the entire experiment, both within and across scans; it seems a bit strained to interpret this rise in activity as reflecting the recognition (as opposed to the detection) of the face. Given these clear fMRI responses during face detection, along with the apparent independence of the fMRI response from the recognizability of the face stimulus, the possibility that the FFA subserves face detection must be taken seriously.

Of course the FFA may be involved in both face detection and face recognition. This possibility is all the more plausible given that these two processes are often closely linked in current computational approaches to face recognition (Edwards et al., 1998; Hotta et al., 1998). In particular, detection can be thought of as the step that establishes correspondences between regions in an input image and parts of the internal representation—for instance, which image region corresponds to an eye and which to a mouth (Shakunaga et al., 1998). This step can serve to greatly simplify the subsequent recognition process.

The FFA: Origins and Role in Visual Expertise? In a landmark study, Diamond and Carey (1986) demonstrated that the behavioral cost of stimulus inversion, found originally for faces (Yin, 1969), is also found for dog stimuli in expert dog judges. Moreover, recent studies have shown that cells in monkey IT become selective for novel objects after extensive exposures to multiple views of these objects (Logothetis et al., 1994, 1995). These results suggest that visual expertise in any stimulus domain may lead to the creation or use of class-specific representations and subordinate-level discrimination mechanisms. Two important questions arise. First, is expertise alone (without a specific genetic blueprint) ever sufficient to create specialized mechanisms for the analysis of particular stimulus classes? If so, the face area may have origi-
nated through extensive experience with faces alone (in conjunction with cortical self-
organization principles). We will discuss this question below. Second, can a single
mechanism accomplish all expert within-class discrimination, or would one instead
expect a functionally distinct mechanism for each stimulus category for which the
subject gains substantial visual expertise? For example, in Diamond and Carey’s sub-
jects are the inversion-sensitive mechanisms for dog discrimination in dog experts
merely qualitatively similar to, or actually identical to, those involved in face recog-
nition? In two papers Gauthier and her colleagues (Gauthier et al., 1997; Gauthier
et al., 2000a) have argued that they are identical. Specifically, these researchers have
argued that the FFA is not in fact selective for faces per se, but is instead involved
in subordinate-level (i.e., within-category) discrimination between members of any
stimulus class for which the subject has gained visual expertise (see Kanwisher, 2000,
and Tarr & Gauthier, 2000).

In one study testing the involvement of the fusiform gyrus in subordinate-level dis-
crimination of nonface objects (Gauthier et al., 1997), the face area was not actually
localized. Rather, the authors concluded that because subordinate-level discrimina-
tion of nonfaces activates regions of the fusiform gyrus, the FFA itself must be more
generally involved in subordinate-level discrimination of nonface objects. However,
the FFA is a small subset of the fusiform gyrus, which stretches for many centimeters
from the occipital lobe well into the middle and anterior temporal lobe. Without
localizing the FFA itself, one cannot determine to what extent the activations from
subordinate-level categorization overlap with the FFA. In another study, Gauthier
et al. (2000a) did functionally localize a face-selective region in the same subjects in
whom they demonstrated activations for subordinate-level expertise. However, their
criteria for defining the face area differed from those of Kanwisher et al. (1997), and
were based on the assumption that the face area would constitute a square region of
cortex. Thus, these studies cannot determine whether it is the FFA itself (as defined in
this chapter), or nearby/overlapping cortex, that is activated by expert subordinate-
level discrimination of nonface objects. However, the ambiguities in this work can be
resolved by testing for expertise and subordinate-level categorization effects in indi-
vidual subjects whose FFAs have been localized in the fashion we originally proposed
(Kanwisher et al., 1997) and have used in all the subsequent studies in our lab
(Wojciulik et al., 1998; Kanwisher et al., 1998; Tong et al., 1998; Kanwisher et al,
1999; Tong et al., 2000). Evidence from bird and car experts (Gauthier et al., 1999b)
suggests that when the FFA is localized in this fashion, it does show effects of both
level of categorization and visual expertise. However, the FFA response to cars in car
experts (and birds in bird experts) was still only about half the magnitude of the
response to faces in the same area. On the other hand, small differences in how the face area was defined led to substantial differences in the magnitude of the response to expert categories, so further study on this question is necessary.

Several findings from functional brain imaging also cast doubt on the idea that the FFA plays a general role in visual expertise and/or subordinate-level discrimination. First, the evidence in the section “The FFA: Face Recognition Versus Detection?,” above, that the FFA may be more involved in face detection than in face recognition is also evidence against the role of this area in expert subordinate-level categorization of either faces or nonfaces. Further, letters and words may be the only stimulus class for which many people have an amount of visual experience comparable to what they have with faces. Yet letter strings do not strongly activate face-selective regions (Puce et al., 1996), so visual expertise with a particular visual category alone is not sufficient for strong activation of the FFA by that category. Further, within-class discrimination of structurally similar objects is not sufficient to produce a strong signal in the FFA, since Kanwisher et al. (1997) found a very low response in this area when subjects performed a difficult within-class discrimination task on human hands. Similarly, low responses in the FFA have also been found during discrimination tasks on houses, the backs of human heads, and human and animal bodies without heads visible (Tong et al., 2000; Kanwisher et al., 1999). Nonetheless, these studies do not rule out the possibility that the combination of expertise and within-class discrimination on structurally similar objects is sufficient to activate the FFA.

If indeed it does turn out that the FFA itself (as opposed to nearby neural populations) is activated to a similar extent by expert subordinate-level categorization of nonface objects, what will that mean? As noted in the section “Evidence for Category-Specific Mechanisms for Visual Recognition,” above, the patient literature shows that prosopagnosia can occur in the apparent absence of deficits in expert subordinate-level categorization (but see Gauthier et al., 1999a). Thus one possibility is that the FFA is activated by, but is not necessary for, expert categorization. Alternatively, it could be that distinct but physically interleaved neural populations respond to faces and to nonface expert stimuli. Indeed, it would be surprising if neurons exist that respond strongly to both faces and cars (but not other complex objects) in car experts (for example). In Logothetis’s work on monkeys (Logothetis et al., 1994, 1995), no cells have yet been found that are strongly responsive to both faces and exemplars from the “paperclip” stimulus set for which the monkey has gained expertise. Finally, even if it is eventually found that the identical neurons respond to both faces and nonface expert stimuli, it is worth noting that for most of us primates, faces remain the primary, if not the only, stimulus class on which we perform expert subordinate-level
The FFA would remain a face area in the sense that face perception has been its primary function in the lives of both our ancestors and ourselves (see also Kanwisher, 2000 and Tarr & Gauthier, 2000).

The FFA and Prosopagnosia

The apparent specificity of the FFA for face perception dovetails with the evidence from prosopagnosia that face perception is subserved by specialized cortical mechanisms. But is the FFA in fact the cortical region that is damaged in prosopagnosia? According to Damasio et al. (1990), prosopagnosia-producing lesions typically involve posterior and inferior regions especially of the right hemisphere. While consistent with the locus of the FFA, the large size of lesions in prosopagnosia underconstrains any effort to identify the FFA as the critical lesion site. However, we have taken another approach (De Gelder & Kanwisher, 1999) by scanning two prosopagnosic subjects with no brain damage visible on anatomical scans. Functional scans failed to reveal an FFA in either of these two subjects (though they both had clear PPAs; see below), consistent with our hypothesis that the lack of an FFA can produce prosopagnosia. Though promising, these results must be considered preliminary because we occasionally fail to find FFAs even in some apparently normal subjects.

In sum, a great deal of evidence suggests that the FFA constitutes a special-purpose mechanism subserving some aspect/s of face perception. Nonetheless, many questions remain about the precise functions carried out in this area. Luckily, many of these questions should be answerable with fMRI or related techniques.

The Parahippocampal Place Area

There were many prior reasons to expect that a face-selective region might exist in the human brain. Can functional brain imaging ever discover new functional components that were not predicted from prior work? In this section we describe a line of work in our lab that resulted in the discovery of a highly selective region of cortex that was a complete surprise to us.

While running the face experiments, we had noticed that in virtually every partici- pant we ran on the standard faces-versus-objects comparison, a large region in bilateral parahippocampal cortex showed the reverse effect: it was more active during object viewing than face viewing. Epstein and Kanwisher (1998) tested the response of this region to complex scenes (such as landscapes, rooms, and outdoor campus scenes) in an experiment that also included epochs of faces, objects, and houses. Each of these four stimulus types was presented in both an intact version and a scrambled version in which the image was cut into small squares that were spatially rearranged. The results from this experiment were startling. The same region of parahippocam-
pal cortex that had repeatedly shown a greater activation for objects than for faces showed a much stronger activation for scenes than for either faces or objects. This was true whether participants simply watched the stimuli without any specific task, or performed the 1-back task (forcing them to attend to all stimuli). All nine participants showed the identical bilateral brain region straddling the collateral sulcus to be much more active for scenes than for any of the other seven conditions (see figure 5.2, bottom).

Why should a region of cortex respond more to scenes than to other kinds of visual stimuli? The most obvious possibility was that the complexity, interest, or richness of the scenes was driving the response. The critical factor might also have been the presence of many different objects in the scenes. Another possibility was that this region of the brain was involved in extracting the layout of the local environment (Cheng, 1986; Hermer & Spelke, 1994). To test between these alternatives, we measured the response of this same area to photos of (1) furnished rooms, (2) the same rooms bare of all furniture and objects, and (3) edited photographs of the furnished room in which the furniture and objects were visible but the background (walls and floors) was blanked out. To our surprise, the response of the same region to fully furnished rooms was not reduced when the same rooms were shown empty of all furniture or other objects. In other words, the response of this region in parahippocampal cortex appeared to be entirely due to the presence of information about the layout of local space. Although all of our room stimuli were rectilinear, the data from another condition showed this was not critical for the response: photos of natural landscapes largely devoid of discrete objects also produced a strong response in the same area. In a third experiment, we showed that the response of this region to pictures of empty rooms was not diminished when the rooms were cut at their seams (leaving the shape of the room still clear), but dropped significantly when the resulting pieces were rearranged so that they no longer composed a coherent three-dimensional space.

We have named this region of cortex the “parahippocampal place area,” or PPA (Epstein & Kanwisher, 1998; Epstein et al., 1999). In combination with preliminary results from several further experiments, we have now measured the response of this area to over 20 different stimulus types (figure 5.5). In these and other experiments we have continued to support our hypothesis that this region of the brain is selectively involved in processing visual information about places, particularly their spatial layout. We have also observed that the PPA generally responds more strongly to buildings than to other objects (including other large objects, such as ships and jumbo jets), though not as strongly as it does to full scenes.

The relationship between the PPA and other cortical regions that may also play a role in processing navigationally relevant information remains to be determined.
Figure 5.5
A summary of the main findings on the parahippocampal place area (PPA) from our lab. Each box contains an example of a stimulus from a different category; the number below it is the magnitude of the response of the PPA in that condition (in percent signal change from fixation). Each response magnitude is based on at least four subjects, and on the average over passive viewing and 1-back tasks. (In none of these experiments did we see a significant interaction of stimulus condition × task.) This summary is compiled from many different experiments. Because not all conditions were run within the same subjects and scans, the exact magnitudes of response across conditions should be considered illustrative only. In an effort to partially normalize for subject and scan differences, the magnitudes in each condition were normalized to the activation for front-view grayscale faces in the same scan.
Consistent with our results, other researchers have observed increased neural activity in parahippocampal cortex during virtual navigation through simple video-game environments (Aguirre et al., 1996; Maguire, Frith, et al., 1998). However, more anterior medial temporal regions appear to become active when subjects must plan routes through more complex environments (Maguire et al., 1997; Maguire, Burgess, et al., 1998). In addition, a number of researchers have observed voxels in ventral medial occipital-temporal cortex that respond more to buildings than to other stimuli, such as faces, chairs, and other objects (Ishai et al., 1999; Aguirre et al., 1998; Haxby et al., 1999). Some of these “house” activations appear to include the PPA as well as more posterior regions (Haxby et al., 1999), whereas others are circumscribed enough that they may be distinct from the PPA (Aguirre et al., 1998). It remains to be seen whether the PPA and these building-sensitive regions are distinct, and if so, how they interact in place perception and navigation.

Is the PPA a “place recognition” module? As noted above, patients with damage to parahippocampal cortex often suffer from topographical disorientation—difficulty finding their way around, particularly in novel environments (Habib & Sirigu, 1987; Landis et al., 1986; see Aguirre & D’Esposito, 1999, for review). For these patients, the core of the deficit seems to be an inability to use the overall appearance of places and buildings for purposes of orientation, which suggests that the PPA might be involved in place recognition. If this were the case, one might expect the PPA to respond more strongly to familiar places than to unfamiliar places. We tested this hypothesis (Epstein et al., 1999) and found that the PPA was just as active when subjects viewed photographs of places they knew as when they viewed photographs of places they had never visited. A follow-up experiment demonstrated that PPA response was very high even when viewing “scenes” made out of Legos, which seemed placelike but were clearly not real places in the world. The response to Lego scenes was much higher than the response to Lego objects, which were made out of the same materials. These experiments suggest that PPA activity does not covary with either successful or attempted recognition. Interestingly, the response to familiar buildings was higher than the response to unfamiliar buildings, perhaps because knowledge of the spatial context of a building makes it seem more “placelike” and less “objectlike.”

An alternative to the place recognition hypothesis is that the PPA is primarily dedicated to perceptual or mnemonic encoding of place appearance, in which case deficits observed in parahippocampal patients would be the result of an encoding failure. This possibility would be generally consistent with evidence from other laboratories suggesting that parahippocampal cortex is involved in memory encoding (Stern et al., 1996; Wagner et al., 1998; Brewer et al., 1998). Specifically, Wagner et al. and Brewer et al. used an event-related technique to demonstrate greater activity in parahipp-
pocampal cortex for subsequently remembered, compared to subsequently forgotten, stimuli. To test whether the PPA is involved in encoding any visual stimuli, we examined the response of the PPA to scenes and faces under two conditions (Epstein et al., 1999). In the first (“all-novel”) condition, subjects viewed a series of photographs that they had never seen before. In the second (“multiply repeated”) condition, subjects viewed the same four photographs over and over again (though not necessarily in the same order). In both conditions, subjects performed a 1-back repetition task to ensure attention to each stimulus. We found that the PPA response was higher for scenes in the all-novel condition than in the multiply repeated condition. For faces, the PPA response was zero (i.e., the same as fixation) in both conditions. We conclude that the PPA is involved in encoding place information, but not face information.

But does this mean that the PPA plays a role in memory encoding? At present, the evidence is inconclusive. The greater response to novel compared to previously viewed scenes could be due either to greater perceptual or to greater memory encoding demands in the former condition. Similarly, the greater parahippocampal activation for encoding of subsequently remembered versus nonsubsequently remembered stimuli observed by other researchers (Brewer et al., 1998; Wagner et al., 1998) may simply indicate that stimuli which receive more perceptual processing are more likely to be remembered. It is quite possible that the PPA is involved in both kinds of encoding. Our evidence suggests that this encoding is specific to place information; however, it is interesting to note that Wagner et al. (1998) found memory effects for words in parahippocampal cortex (see also Kelley et al., 1998). This region of parahippocampal cortex may be distinct from the PPA. However, it may overlap, in which case Wagner et al.’s result may be evidence that the processing of place information performed in the PPA plays an indirect role in forming memories for other kinds of stimuli as well. Clearly, though, the absence of any response to faces in our experiments indicates that the PPA is involved in neither perceptual nor mnemonic encoding of face information.

**Animals and Tools**

A few neuroimaging studies have contrasted the perception of living things, including animals, with the perception of artifacts, such as tools. For example, Martin et al. (1996) directly compared naming of tools and animals in a PET study. They found a greater activation in the left medial occipital lobe for animals than for tools, and enhanced activations for tools in left premotor areas and the left middle temporal gyrus. A PET study by Damasio et al. (1996) tested naming of famous faces, animals, and tools (compared to a baseline consisting of a upright/inverted judgment on unfamiliar faces). They found an activation in the left inferotemporal region for animals,
whereas tools produced a greater activation in posterior middle and inferior temporal gyri, regions that the same authors found to be implicated in specific deficits for these categories in a large population of patients with focal lesions. While some efforts were made to rule out accounts of these activations in terms of certain obvious confounds, such as visual complexity (e.g., Martin et al., 1996), more work will be needed before the evidence for the selectivity of these regions for animals or tools can be considered strong. The approach we favor involves the testing of the same cortical region on many different stimulus conditions to establish both the generality of the response (i.e., that many different instances of the category all produce a strong response) and its specificity (i.e., that a strong response is not found for noninstances of the category).

Biological Motion

Observers are particularly sensitive to human body movements. Numerous psychophysical studies suggest that observers can identify actions, discriminate the gender of the actor, and recognize friends from highly simplified point-light displays (Cutting, 1987; Cutting et al., 1978; Dittrich, 1993; Kozlowski & Cutting, 1977) generated by filming human actors with lights attached to their joints in a darkened environment (Marey, 1895/1972; Johansson, 1973). Interestingly, patients with damage to areas responsible for motion processing (i.e., MT) are impaired in detecting moving dots but can identify biological motions from point-light displays (McLeod et al., 1996; Vaina et al., 1990). Consistent with this observation, neurophysiological studies in monkeys provide evidence for cells in STPa that respond selectively to specific body movements (Oram & Perrett, 1994; Perrett et al., 1990). Imaging studies have shown activation in the superior temporal sulcus for biological motion stimuli, such as eye and mouth movements (Puce et al., 1998). Point-light displays of biological motions have also been shown to activate STS (Bonda et al., 1996; Howard et al., 1996). However STS seems to be activated more generally by structure from motion displays rather than selectively by biological motion displays (Howard et al., 1996). Thus cortical specializations for analyzing biological motion may exist in the region of the superior temporal sulcus, but the evidence is still inconclusive. Other regions of the brain may be involved in analyzing specific aspects of the information present in biological motion. For example, Decety et al. (1997) found activation in left frontal and temporal regions for observation of meaningful hand actions and activation of right occipitotemporal regions for meaningless actions. The same studies show that observing actions with the intent to recognize them later activates structures involved in memory encoding, while observing actions with the intent to imitate them activates regions involved in motor planning and execution of actions.
Regions of Cortex Specialized for the Perception of Letters and Words

What evidence is there for a cortical region specifically involved in the visual recognition of words and letters? Is there a localized “lexicon” in the brain, a place where visually presented words make contact with matching stored representations? In an early PET study by Petersen et al. (1990), subjects looked at a fixation cross while words and wordlike stimuli were presented just below. In different scans, subjects viewed sequences of either real English words, like HOUSE, pseudo words like TWEAL, consonant strings like NLPFZ, or “false fonts” (strings of unfamiliar letter-like stimuli). The activation that resulted from each of these four conditions was separately compared to that resulting from looking at a fixation point alone. Petersen et al. found a left medial extrastriate area that was significantly more active for words and pseudo words compared to fixation, but not for consonant strings and false fonts compared to fixation.

Petersen et al. argued that because this extrastriate area responded similarly to real words like HOUSE and pseudo words like TWEAL, it is unlikely to be involved in processing the meanings of words. Nor does the area seem to qualify as a visual “lexicon”: HOUSE should have an entry in the mental dictionary but TWEAL should not. (Note, however, that Petersen et al. did not directly compare the word and pseudo word conditions, which would have been the strongest way to test for a distinct lexicon.) Petersen et al. suggested that this extrastriate region is a “visual word form area,” meaning that it is involved in the visual recognition of words at some processing stage before final recognition of complete words.

Subsequent neuroimaging work on word recognition has not always supported the same role for the region of extrastriate cortex described by Petersen et al. Howard et al. (1992) and Price et al. (1994) have failed to find extrastriate activation for words when compared to false-font controls (as opposed to fixation-only controls as used by Petersen et al.). Indefrey et al. (1997) suggest string length (or total amount of visual stimulation) is the key to these conflicting results. In a single experiment, they found extrastriate activity for either pseudo words or false-font strings compared to a single false-font character; this activation disappeared for pseudo words compared to length-matched false-font strings. Other evidence suggests a more general visual role for the region in question. For example, Bookheimer et al. (1995) had subjects name pictures and read words either silently or aloud. They found activity (compared to scrambled-object controls) in an extrastriate region near that identified by Petersen et al., but importantly found this activity both for words and for pictures. These authors suggested that the region in question responds to familiar visual forms regardless of the format of the representation.
Some evidence exists for localization of other functions related to word reading. An fMRI study by Polk and Farah (1998) revealed a specific neural response to strings of letters as compared to strings of digits and geometric shapes. This activation was generally observed in left lateral occipitotemporal cortex, though the precise location varied substantially across subjects.

A number of studies have focused on higher-level aspects of reading, such as word pronunciation and semantics. Several studies have converged to suggest a role of the left inferior frontal gyrus in representing both meaning and phonology of words. Petersen et al. (1990) found activity in this region for real words but not pseudo words; activations in this same area from an earlier study (Petersen et al., 1988) during semantic processing tasks suggests it may be involved in retrieval of meaning. Fiez (1997) has reviewed more recent evidence suggesting a division of this region, with more anterior regions reflecting semantic processing and more posterior activations contributing phonological processing.

Other studies have implicated the fusiform gyrus in analysis of word meaning. For example, Nobre et al. (1994) recorded directly from the inferior temporal lobes of patients undergoing evaluation for brain surgery. Two areas with different functional properties were identified on the fusiform gyrus. Both regions responded differently to words than to pictures and texture patterns. A posterior region showed equivalent responses to words and nonwords, suggesting a role in initial segregation of lexical from nonlexical visual input. A more anterior region was sensitive to lexical status as well as semantic context. Responses to words in this region were modulated by whether the words fit the semantic context provided by a preceding sentence.

Thus, while several suggestive results have been published (e.g., Polk & Farah, 1998), the imaging literature has yet to converge on a consensus that specialized regions of cortex exist which are selectively involved in the visual recognition of letters and/or words. This will be a particularly important question to resolve in future research because of its implications for the origins of cortical specialization.

In summary, the evidence from functional brain imaging reviewed in this section strongly supports the existence of several modular components of visual recognition (see color plate 5, figure 5.6): area LO, which is involved in some aspect/s of the analysis of visual object shape; the fusiform face area, which is apparently specialized for face perception; and the parahippocampal place area, implicated in the perception and/or memory encoding of the appearance of places. Further, some evidence suggests that additional areas may exist which are selectively involved in the perception of words and/or letters, as well as areas for perceiving animals, tools, and biological motion. These findings from functional brain imaging dovetail with the results from
neuropsychology. Collectively, they suggest that visual recognition is accomplished not by way of a single general-purpose system, but instead through the operation of multiple mechanisms, each specialized for the analysis of a different kind of visual information. It will be an important mission of cognitive neuroscience over the next few years to advance this line of research by identifying and functionally characterizing the main modular components of visual recognition.

ISSUES

Implications for Visual Recognition

What are the implications of cortical modularity for theories of visual recognition? Does the selectivity of certain cortical areas for the recognition of different stimulus classes imply that qualitatively distinct processing mechanisms are involved in each? One might argue that special-purpose mechanisms for processing a particular stimulus class would be expected only if the recognition of stimuli from that class poses new computational problems that could not be handled by existing general-purpose mechanisms. Connectionist researchers have noted the computational efficiency gained by the decomposition of a complex function into natural parts (Jacobs et al., 1991; Jacobs, 1997, 1999), and cortical specializations for components of visual recognition...
are plausible candidates for such task decomposition. If visual cortex is organized in such a computationally principled fashion, then the modular components of the system we discover with functional imaging can be expected to provide important insights about visual recognition.

However, an alternative hypothesis is that visual cortex contains a large number of stimulus-selective regions (like the feature columns in inferotemporal cortex reported by Tanaka, 1997), but that the underlying computations which go on in each of these regions are very similar. On this view, cortical specialization might be found in future for virtually any stimulus class, and these specializations might not, after all, imply qualitative differences in the processing of different stimulus classes. Some support for this interpretation comes from a report (Ishai et al., 1999) that localized regions in human extrastriate cortex responding more strongly to apparently arbitrary categories such as chairs (compared to faces and houses). A critical goal for future research is to determine whether the functional organization of visual recognition is better characterized by such “shallow specialization” or suggests a deeper form of modularity in which each of a small number of functionally specific regions carries out a qualitatively distinct computation in the service of an evolutionarily or experientially fundamental visual process.

**Origins of Cortical Specialization**

Where do cortical specializations come from? Does the modular organization of visual recognition arise from experience-dependent, self-organizing properties of cortex (Jacobs, 1997, 1999), or are these cortical specializations innately specified? For faces and places, this question is hard to answer because both experiential and evolutionary arguments are plausible. However, preliminary evidence for cortical specializations for visually presented letters (Polk & Farah, 1998) suggests that at least in some cases, experience may be sufficient. Further evidence for experience-induced cortical specialization comes from Logothetis and Pauls (1995), who found that after training monkeys with a specific class of stimuli, small regions in AIT contained cells selectively responsive to these stimuli. An alternative view is that cortical specialization will arise only for perceptual tasks which have been of long-standing importance to our primate ancestors. In *How the Mind Works*, Pinker (1997, p. 315) argues, on the basis of evolutionary considerations, that “There are modules for objects and forces, for animate beings, for artifacts, for minds, and for natural kinds like animals, plants, and minerals . . . [and] modes of thought and feeling for danger, contamination, status, dominance, fairness, love, friendship, sexuality, children, relatives, and the self.” For the case of visual recognition, it is not yet clear whether it is the experi-
ence of the individual or the experience of the species (or both) that is critical for the construction of cortical modules. However, fMRI has opened up new ways to answer this question—for example, searching for cortical modules predicted by one hypothesis or the other (Downing & Kanwisher, 1999).

**Beyond Mere Localization: (How) Can fMRI Inform Cognition?**

Despite the considerable progress that has been made in functional brain imaging (e.g., the work summarized in the section “The Modular Structure of Visual Recognition,” above), it is still true that most of the important insights we have about human visual cognition derive from behavioral work. Is there reason to hope that imaging studies will be able to contribute more significantly to our understanding of visual recognition in the future? In this final section we step back to take a broader look at the ways in which fMRI may be able to address not only visual recognition but also other areas of visual cognition, such as attention, imagery, and perceptual awareness.

In general, we agree with critics who argue that the brain locus of a particular mental process is not in itself of great importance for theories of cognition. However, functional localization need not be an end in itself, but can provide a means to tackle some of the long-standing and classic questions about cognition. Consider, for example, the finding that viewing static photos with implied motion (compared to photos without) produces activity in a particular region of lateral occipital cortex (Kourtzi & Kanwisher, 2000b). The location of this activation is not in itself of great interest. But when combined with a convincing argument that this same region is the human homologue of the well-studied visual area MT/MST (Tootell et al., 1995), the result takes on a whole new meaning. Now the great wealth of knowledge about visual area MT that has resulted from decades of neuroanatomical and physiological work on monkeys becomes directly relevant to the investigation of human perceptual inferences. Thus, when the locus of a particular activation is in a part of the brain about which we already know a great deal from other techniques (or from other imaging studies), the answer to the “where” question is not simply an arbitrary fact, but a powerful connection to a richly relevant literature.

Even when activations land in relatively uncharted cortical territories where the prior literature is less detailed and informative, imaging data have the potential to constrain cognitive theories in other ways that do not rely heavily on the significance of the particular locus of the activation. In this final section we outline the ways in which fMRI may be able to make important contributions to our understanding of visual cognition by (1) discovering the functional components of human visual cognition and characterizing them in detail, (2) identifying the precise stage of process-
ing at which specific phenomena occur, and (3) testing particular cognitive theories by using the signals from brain regions with strong functional specificity as markers for the engagement of those specific functions. These points will be illustrated with recent examples from imaging research on visual attention, mental imagery, and perception without awareness.

**Discovering Functional Components** One of the most fundamental questions one can ask about human cognition concerns the functional architecture of the mind: What are its basic components, and what does each of them do? Thus, many core questions about human cognition are of the following form: Is mental process A distinct from mental process B, or do the two processes share underlying mechanisms? Over the last few decades, experimental psychologists have developed a number of elegant techniques to address such questions. Brain imaging presents yet another tool, enabling us to tackle these questions by asking whether common or distinct brain areas are engaged in different tasks. For example, the evidence on the face area described previously suggests that different neural (and hence presumably cognitive) mechanisms are involved in the perception of faces and objects. While this result was anticipated on the basis of many other sources of evidence that predated functional brain imaging, the imaging data serve at the very least to strengthen the evidence for this dissociation. Further, the discovery of the parahippocampal place area demonstrates that fMRI can be used to discover new functional components of the mind/brain that few would have predicted. But beyond strengthening the evidence for long anticipated cognitive/cortical modules and discovering unanticipated new ones, we can also use fMRI to test for the existence of cognitive mechanisms about which current cognitive theories make contrasting predictions. This point is illustrated with the example of a recent study from our lab.

**VISUAL ATTENTION: ONE THING OR MANY?** Hundreds of papers and decades of behavioral research have been devoted to an attempt to understand visual attention. In these experiments, participants typically carry out one of a wide variety of tasks designed to tax visual attention, from reporting the identities of letters to the side of fixation, to searching an array of colored shapes for the one green square, to watching a very rapid sequence of words presented at the center of gaze while monitoring for the occurrence of a particular word. The very heterogeneity of tasks used to study attention raises an important question: Is visual attention really one general-purpose mechanism, engaged in each of these different tasks, or is it just a term that has been used to stand for a disjunctive set of distinct mechanisms? In his book *The Psychology of Attention*, Hal Pashler (1998:1) argues that “no one knows what attention is, and … there may even not be an ‘it’ there to be known about.”
fMRI provides a way to test whether there is an “it” of visual attention. Wojciulik and Kanwisher (1999) reasoned that if there is a common visual attentional mechanism which is invoked by a wide variety of attention-requiring tasks, then there should be some place in the brain that should be activated by each of these tasks. Three very different attention-requiring tasks were designed, each of which was compared with a less demanding task that could be carried out on the same stimuli. Participants were then run in all six conditions in a single scanning session. In each voxel of the resulting fMRI data set for each individual, we tested whether a significant activation was found in that voxel for each of the three attentional tasks, each compared to its own identical-stimulus control condition. The key finding was that there was one region (in roughly the same location in the intraparietal sulcus in all seven participants tested) that showed a significant activation in the attention-demanding version of each of the three tasks. In a final comparison, a difficult language task (compared to an easier task carried out on the same stimuli) did not activate the same area. Thus, a part of the brain exists that is active across three very different attention-requiring tasks, but not during a difficult nonvisual task. These data suggest that visual attention may not simply be a collection of distinct special-purpose mechanisms, but instead that a unitary general-purpose attentional mechanism may exist.

This result bears importantly on a question that cognitive psychologists have long wondered about but have not been able to answer satisfactorily with behavioral measures. It suggests in a very concrete way that there is an “it” for visual attention. This work shows that fMRI can be used not only to show when two different processes are distinct (e.g., face recognition versus place recognition), but also to show when several very different tasks are carried out using a common underlying mechanism.

**Pinpointing the Stage of Processing at Which a Particular Phenomenon Occurs**

An enumeration and characterization of the basic components or modules of the mind is useful, but an understanding of cognition further requires knowledge of how each of these components works and how each becomes engaged during cognition. Our guess is that unless major advances are made in increasing the spatial and temporal resolution of the technique, fMRI will not be sufficient for understanding the internal workings of individual modules. However, it provides a powerful new way to answer a number of classic questions in visual cognition that concern the stage of processing at which a given mental process occurs. Indeed, the direct link to known neuroanatomy (and physiology) afforded by fMRI enables us to define particular stages of visual processing with greater richness and precision than has been possible before.
We illustrate this point with examples from research on visual attention and mental imagery.

**Visual Attention**  One of the classic questions about visual attention is whether information is selected “early” or “late.” The distinction between early and late is notoriously vague, and depends on the perspective of the particular researcher. But with fMRI we can specify particular stages of processing by identifying the particular visual area where an attentional effect is observed. This localization of a particular attentional phenomenon to specific cortical areas further allows us to make the link to the known neuroanatomy and physiology of that area established from animal studies. In this vein, a number of neuroimaging studies have demonstrated clear modulatory effects of visual attention on a variety of extrastriate regions, including area MT/MST and the fusiform face area (O’Craven et al., 1997; Wojciulik et al., 1998; Clark et al., 1997; Beauchamp et al., 1997). Moreover, several groups have reported attentional modulation of processing in human area V1 (e.g., Somers et al., 1999; Gandhi et al., 1999). These effects certainly count as instances of early selection on anyone’s definition, thereby providing a clear and crisp answer to one of the most long-standing questions about visual attention.

Of course this result leaves open many further questions. Does attention always select early, or does the stage of selection depend on other factors, as many theorists have suggested? Rees et al. (1997) showed that attentional modulation of activity in MT/MST depends on the processing load of a primary task, as predicted by Lavie’s (1995) theory of attention. Another question about the stage of attentional selection may be more difficult to answer with fMRI, however. Early selection is often taken to refer to selection that occurs at short latencies after stimulus onset, rather than selection that happens in anatomical regions early in the processing pathway. The two definitions are not equivalent because feedback from later stages can produce effects in an anatomically early area at a temporally late stage. Currently fMRI does not have sufficient temporal resolution to distinguish these possibilities, but in combination with other techniques, such as ERPs and MEG, it may be possible to answer these questions.

**Mental Imagery**  Research on mental imagery (Kosslyn, 1980) has long focused on the question of whether visual mental images are really visual (like percepts) or whether they are more abstract (like propositions). Because behavioral data on this question proved ultimately ambiguous, more recent work has attempted to resolve the matter using the techniques of cognitive neuroscience (Kosslyn, 1994). In particular, Kosslyn has used PET to argue that V1 is activated during visual imagery and that, given the known topographic organization of this cortical area, this finding pro-
vides strong evidence for the visual/perceptual nature of the representations underlying mental imagery. In the absence of a clear neutral baseline condition known to involve neither visual processing nor its suppression, such demonstrations remain difficult to interpret. Nonetheless, if these issues could be resolved, activation of retinotopic regions during mental imagery would provide compelling evidence that mental images both share processing machinery with visual perception and, further, involve retinotopically organized representations. Evidence that these regions are not only activated during imagery but also are critical for it comes from demonstrations that disruption of these cortical regions (Farah et al., 1992; Kosslyn et al., 1999) interferes with mental imagery. Together, these findings provide fairly compelling evidence that mental imagery involves topographic cortex (and hence, presumably, imagelike representations). Thus these data constitute one of the strongest cases in which a cognitive question is answered by brain-based data.

**Using fMRI Signals as Markers for Particular Processes** When the selectivity of a given area (e.g., for faces or places) is well characterized, then the signal coming from that area can serve as a marker for a particular visual process. This strategy can provide traction on a number of different questions in cognition. Just as single-unit physiologists have used the differential responses of single cells to preferred versus nonpreferred stimuli in various conditions as an indication of whether a particular stimulus is processed, we can use the differential response in a selective region of cortex to preferred versus nonpreferred stimuli (for that region of cortex) to the same end. This technique provides a powerful way to investigate visual attention, by enabling us to answer questions about the processing fate of unattended information.

The same technique can also provide a method for determining whether perception without awareness is possible, a topic of long-standing interest in cognitive psychology. fMRI is particularly useful in approaching this question for two main reasons. First, the dependent measure (fMRI signal intensity in particular regions of the brain) does not direct the subject’s attention to the unseen item, a problem that has plagued some behavioral efforts to demonstrate perception without awareness. Second, the neural locus of any activations that occur outside of awareness provides some information about the nature of the information represented.

In one elegant study, for example, Whalen et al. (1998) showed that when masked presentations of emotionally expressive faces are presented to subjects in the scanner, the amygdala produces a stronger activation than when neutral faces are presented, despite the fact that most subjects reported never having seen any expressive faces in the course of the entire experiment. This study nicely demonstrates that some kind of perception without awareness is possible, and further specifies the anatomical locus...
where the relevant representations are likely to reside. Another impressive study used fMRI responses in motor cortex to demonstrate not only perception but also response selection and even motor planning for unseen stimuli (Dehaene et al., 1998).

In sum, cognitive neuroscientists using fMRI do not have to stop with the “where” question any more than cognitive psychologists measuring reaction times have to stop with the “when” question. fMRI research can transcend the narrow localizationist agenda by using the technique to discover and characterize the fundamental components of cognition, to link these components to known physiology and anatomy, and to watch these components in action as people carry out complex cognitive tasks. The literature reviewed above suggests that visual recognition is likely to be a particularly fertile area for this enterprise because the available evidence suggests a high degree of functional specialization in the neural mechanisms by which it is accomplished.

NOTE

1. We thank Pawan Sinha for this observation.
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INTRODUCTION

It is now well recognized that memory is not a single, all-purpose, monolithic system, but rather is composed of multiple systems. Prominent among these systems is semantic memory (e.g., Tulving, 1983). “Semantic memory” refers to a broad domain of cognition composed of knowledge acquired about the world, including facts, concepts, and beliefs. In comparison to episodic or autobiographical memory, it consists of memories that are shared by members of a culture rather than those which are unique to an individual and are tied to a specific time and place. For example, whereas remembering what you had for breakfast yesterday is dependent on episodic memory, knowing the meaning of the word “breakfast” is dependent on semantic memory. Thus one component of semantic memory is the information stored in our brains about the meanings of objects and words.

Meaning, however, has proved to be a fairly intractable problem, especially regarding the meaning of words. One important reason why this is so is that words have multiple meanings. To cite one extreme example, the Oxford English Dictionary lists 96 entries for the word “run.” The specific meaning of a word is determined by context, and comprehension is possible because we have contextual representations (see Miller, 1999, for a discussion of lexical semantics and context). One way to begin to get traction on the problem of meaning in the brain is to limit inquiry to concrete objects as represented by pictures and by their names (in which case the names are presented in a context that makes the reference clear (e.g., that “dog” refers to a four-legged animal, not a contemptible person).

Consider, for example, the most common meaning of two concrete objects, a camel and a wrench. Camel is defined as “either of two species of large, domesticated ruminants (genus camelus) with a humped back, long neck, and large cushioned feet”; wrench is defined as “any number of tools used for holding and turning nuts, bolts, pipes, etc.” (Webster’s New World Dictionary, 1988). Two things are noteworthy about these definitions. First, they are largely about features: camels are large and have a humped back, and wrenches hold and turn things. Second, different types of features are emphasized for different types of objects. The definition of the camel consists of information about its visual appearance, whereas the definition of the wrench emphasizes how it is used. I will return to this difference later in this chapter. For now, it should be noted that differences in the types of features that define different objects have played, and continue to play, a central role in thinking about disorders of semantic memory and in models of how semantic memory is organized in the human brain.
Another point about these brief definitions is that they include only part, perhaps only a small part, of the information we may possess about these objects. For example, we may know that camels are found primarily in Asia and Africa, that they are known as the “ships of the desert,” and that the word “camel” can refer to a color as well as to a brand of cigarettes. Similarly, we also know that camels are larger than a bread box and weigh less than a 747 jumbo jet. Clearly, this information is also part of semantic memory. Unfortunately, little, if anything, is known about the brain bases of these associative and inferential processes. We are, however, beginning to gain insights into the functional neuroanatomy associated with our ability to identify objects and to retrieve information about specific object features and attributes. These topics will be the central focus of this review.

The chapter is divided into four main sections. In the first, I define semantic representations and review data from patients with selective but global (i.e., nonspecific) impairments of semantic memory. In the second, I review studies which show that many semantic tasks activate a broad network of cortical regions, most of which are lateralized to the left hemisphere. Prominent components of this network are the ventral and lateral surfaces of the temporal lobes. The third section concentrates on studies on retrieving information about specific features and attributes of objects. The results of these studies suggest that different regions of temporal cortex are active depending on the nature of the information retrieved. The final section concentrates on object category specificity, especially studies contrasting activity associated with animals and tools as represented by pictures and words. These studies suggest that object semantic representations consist of networks of discrete cortical regions ranging from occipital to left premotor cortices. The organization of these sites seems to parallel the organization of sensory and motor systems in the human brain. These networks may provide neurobiologically plausible mechanisms that function in the service of referential meaning.

Background

A semantic representation of an object is defined as the information stored in our brains which defines that object as a distinct entity (i.e., as a specific animal, food, item of furniture, tool, etc.). This information will include information shared by other category members, as well as information that makes it distinct from other exemplars of the same category. Thus the semantic representation of a particular object would include information about the object’s typical shape. In addition, depending on the object, the semantic representation could include information about other visual attributes, such as color and motion, as well as features derived through other sensory modalities, and through visuomotor experience with the object. Finally,
activation of these representations is dependent on an item’s meaning, not on the
physical format of the stimulus denoting that object. For example, the semantic rep-
resentation of “dog” would be activated by a picture of a dog, the written word
“dog,” the heard name “dog,” the sound of a dog’s bark, or simply thinking about
dogs. It is this claim that defines the representation as semantic. Thus, central to this
model are the claims that there is a single semantic system which is accessed through
multiple sensory channels, and that activation of at least part of the semantic repre-
sentation of an object is automatic and obligatory.

A central question for investigators interested in the functional neuroanatomy of
semantic memory is to determine where this information is represented in the brain.
One particularly influential idea, and one that has guided much of my own work on
this topic, is that the features and attributes which define an object are stored in the
perceptual and motor systems active when we first learned about that object. Thus,
for example, information about the visual form of an object, its typical color, its
unique pattern of motion, would be stored in or near regions of the visual system
that mediate perception of form, color, and motion. Similarly, knowledge about the
sequences of motor movements associated with the use of an object would be stored
in or near the motor systems active when that object was used. This idea, which I
have referred to elsewhere as the sensory-motor model of semantic representations
(Martin, 1998; Martin et al., 2000), has a long history in behavioral neurology. In-
deed, many neurologists in the late nineteenth century assumed that the concept of
an object was composed of the information about that object learned through direct
sensory experience and stored in or near sensory and motor cortices (e.g., Broadbent,
1878; Freud, 1891; Lissauer, 1890/1988).

The modern era of the study of the organization of semantic memory in the human
brain began with Elizabeth Warrington’s seminal paper “The Selective Impairment
of Semantic Memory” (Warrington, 1975). Warrington reported three patients with
progressive dementing disorders that appeared to provide neurological evidence for
Tulving’s concept of a semantic memory system. (Pick’s disease was later verified
by autopsy for two of these patients.) There were three main components of the
disorder. First, it was selective. The disorder could not be accounted for by general
intellectual impairment, sensory or perceptual problems, or an expressive language
disorder. Second, it was global rather than material-specific. Object knowledge was
impaired regardless of whether objects were represented by pictures or by their writ-
ten or spoken names. Third, the disorder was graded. Knowledge of specific object
attributes (e.g., does a camel have two, four, or six legs?) was much more impaired
than knowledge of superordinate category information (i.e., is a camel a mammal,
bird, or insect?).
Following Warrington’s report, similar patterns of semantic memory dysfunction have been reported. These have included patients with progressive dementias such as Alzheimer’s disease (e.g., Martin & Fedio, 1983) and semantic dementia (e.g., Hodges et al., 1992), with herpes encephalitis (e.g., Pietrini et al., 1988), and with stroke (e.g., Hart & Gordon, 1990). In addition to the properties established by Warrington, these reports showed that these patients typically have a marked deficit in producing object names under a variety of circumstances, including difficulty naming pictures of objects, naming from the written descriptions of objects, and generating the names of objects that belong to a specific category (e.g., animals, fruits and vegetables, furniture, etc.). In addition, the deficits were primarily associated with damage to the left temporal lobe (see Martin et al., 1986, for evidence in patients with Alzheimer’s disease; Hodges & Patterson, 1996, for semantic dementia; and Hart & Gordon, 1990, for focal brain injury cases).

FUNCTIONAL NEUROIMAGING OF SEMANTIC MEMORY

Object Naming and Word Reading

Difficulties in naming objects is a cardinal symptom of a semantic impairment. This is as expected. There is abundant evidence from the cognitive literature that semantic representations are automatically activated when objects are named, and even when they are simply viewed. When we see an object we cannot help but identify it. And in order to identify it, we must access previously stored information about that class of objects (e.g., Glaser, 1992; Humphreys et al., 1988).

Consistent with the clinical literature, functional neuroimaging studies of object naming suggest that semantic processing may be critically dependent on the left temporal lobe. Several studies have investigated silent object naming (Bookheimer et al., 1995; Martin et al., 1996) and object viewing (which also likely elicited silent naming; Zelkowicz et al., 1998) relative to viewing nonsense objects. The rationale behind this comparison is that both real and nonsense objects will activate regions which mediate perception of object shape, whereas only real objects will engage semantic, lexical, and phonological processes. Direct comparison of real object and nonsense object conditions revealed activity in a network of regions that included left inferior frontal cortex (Broca’s area). Activation of left inferior frontal cortex was consistent with the clinical literature and with what is now a relatively large body of functional brain imaging studies, documenting the prominent role of this region in word selection and retrieval (see Caplan, 1992, for review of clinical literature; and Poldrack et al., 1999, for a review of brain-imaging studies). The other prominent site of activity was the
posterior temporal lobes. These activations were centered on the fusiform gyrus, located on the ventral surface of the temporal lobes. The activity was bilateral in the Bookheimer et al. (1995) and Martin et al. (1996) studies, and on the left in Zelkowicz et al. (1998). Kiyosawa and colleagues (1996) also reported bilateral activation of this region when overt object naming was contrasted to rest, and to a counting condition to control for speech output (figure 6.1A).

Importantly, both real objects and nonsense objects produced equivalent activation of more posterior regions in ventrolateral occipital cortex, bilaterally (e.g., Malach et al., 1995; Martin et al., 1996). In contrast, the fusiform activations that were significantly greater for real, than for nonsense, objects were located further downstream in the ventral object-processing pathway. Because posterior temporal lobe lesions, especially to the left hemisphere, cause semantic deficits (including impaired object naming), the most likely explanation is that these temporal lobe activations reflect lexical and/or semantic processing.

If that is so, then this region should be active when single words are read in comparison to a baseline that presents physically similar stimuli devoid of semantic

Figure 6.1
Schematic representation of the location of the main activations in temporal, left temporoparietal, and left prefrontal cortices, reported in object-naming, word-reading, semantic category fluency, semantic decision, and association tasks. Note the large number of activations in left ventral temporal cortex, clustered along fusiform and inferior temporal gyri (A), and left middle temporal gyrus (B).
meaning. A number of studies have investigated this issue by comparing single-word reading to consonant strings. This baseline may be more appropriate than using nonsense words because the latter are often phonologically similar to real words, or contain legal words, and thus may produce unintended semantic processing. Price and colleagues (Price, Wise, et al., 1996) showed that reading words, relative to viewing consonant strings (and also relative to false font stimuli), activated the left fusiform gyrus of the temporal lobe slightly anterior to the regions active in the object-naming studies. A similar finding was reported by Herbst et al. (1997). In addition, and of particular relevance for the present discussion, Büchel and colleagues (1998) reported that this region of the left fusiform gyrus was active not only when normal individuals read words but also when congenitally blind subjects, and individuals blinded later in life, read Braille (Büchel et al., 1998). Based on these studies, it is apparent that both naming objects and reading words activate the ventral region of the posterior temporal lobes centered on the fusiform gyrus; this effect is greater on the left than on the right, especially during word reading. The data also suggest that activation of this region is independent of the physical form of the stimulus presented to the subjects.

**Semantic Fluency**

The findings from object naming and word reading are consistent with the view that the ventral region of the temporal lobes, in particular the fusiform gyrus, is engaged by lexical and/or semantic processing. One way to test whether these activations are purely lexical is to contrast word retrieval under conditions that emphasize semantic constraints (for example, asking subjects to generate a list of words denoting objects that belong to a specific semantic category) with conditions that emphasize lexical and phonological constraints (e.g., asking subjects to generate a list of words that begin with the same letter). If ventral temporal lobe activity reflects only lexical/phonological processes, then both of these tasks should activate this region to an equivalent degree. However, if activity in this region reflects semantic processes, then this region should be more active when word retrieval is driven by semantic, than by lexical, constraints.

Evidence in support of the semantic interpretation has been reported by Shaywitz et al. (1995) and Mummery et al. (1996). These studies were motivated by the findings that whereas lesions of the frontal lobes, especially of left lateral frontal cortex, disrupt word retrieval on both semantic and letter fluency tasks (e.g., Baldo & Shimamura, 1998), temporal lobe lesions produce greater impairment of semantic than of letter fluency (for a discussion of this issue, see Martin et al., 1994; Hodges et al., 1999). Mummery et al. (1996) compared semantic category fluency tasks to letter fluency tasks and reported that the semantically driven tasks produced greater activ-
ity of the left temporal lobe than lexically driven tasks, even though subjects produced
a similar number of words under both retrieval conditions. The activations included
both posterior and anterior regions of the inferior temporal gyrus and the anterome-
dial region of the left temporal lobe. Similarly, using fMRI, Shaywitz et al. (1995)
reported that a semantic category fluency task produced greater activation of left pos-
terior temporal cortex than a rhyme fluency task (generating words that rhymed with
a target word). (Because fMRI is extremely sensitive to movement artifact, subjects
generated words silently. As a result, output could not be monitored. Also, a “region
of interest” analysis was employed that may have missed other activations.) Thus
these findings suggest that activity in left ventral temporal cortex is modulated by
semantic factors, and does not simply reflect lexical retrieval. As will be reviewed
below, the importance of the temporal lobes, especially the posterior region of the left
temporal lobe, has been confirmed by a number of studies directly aimed at evaluat-
ing the functional neuroanatomy of semantic processes.

Semantic Decision and Semantic Association Tasks

In one of the earliest functional brain-imaging studies of semantic processing, Sergent
and colleagues (1992) asked subjects to make an overt semantic decision (living versus
nonliving) about pictures of objects. Consistent with the reports reviewed above,
this task produced activation of the left posterior fusiform gyrus, relative to a letter-
sound decision task using visually presented letters. Using written words, Price and
colleagues (1997) also reported activation of the left temporal lobe when a living/
nonliving semantic judgment task was contrasted to a phonological decision task (two
versus one or three syllables), using the same stimuli employed in the semantic deci-
sion condition. The activations included ventral temporal cortex, but were consider-
ably anterior to those reported in the studies reviewed so far. The lack of activity in
posterior regions of the ventral temporal lobe may have been due to the automatic
engagement of semantic processing during the syllable decision baseline task (as had
been demonstrated by these authors; Price, Wise, et al., 1996). Nevertheless, using a
similar design, Chee et al. (1999) reported activation of the posterior left fusiform
gyrus, as well as of the left middle temporal gyrus, when subjects made concrete/abstract decisions regarding aurally presented words, compared to a one-versus
multiple-syllable decision task.

Activation of the left temporal lobe has also been found across a number of studies
that have used more effortful and complex semantic decision tasks. Démonet and col-
leagues (1992) presented subjects with an adjective-noun word pair monitoring task.
Subjects were instructed to monitor word pairs for a positive affect and a small ani-
mal (i.e., respond to “kind mouse” but not to “kind horse” or “horrible mouse.”) The
study was noteworthy because the stimuli were delivered aurally rather than visually
(as in most of the previously reviewed studies), and the task required a rather detailed analysis of meaning. It also had some drawbacks, including the use of a highly unusual and complex task and limitation of words to two categories (animals and affective states). Nevertheless, relative to a task requiring subjects to monitor the order of phonemes in syllables (respond to /h/ when preceded by /d/), the semantic monitoring task activated the posterior region of the left ventral temporal cortex (fusiform and inferior temporal gyri). Other prominent regions of activity were in left posterior temporoparietal cortex (supramarginal and angular gyri), medial posterior parietal cortex (precuneus), posterior cingulate, and left prefrontal cortex.

This broad pattern of left hemisphere activation, including ventral and lateral regions of posterior temporal lobe, inferior parietal, and prefrontal cortices, has been replicated in nearly all studies using tasks that required effortful retrieval of semantic information. For example, Binder et al. (1997, 1999) used a semantic monitoring task similar to one employed by Démonet et al. (1992) (animals that are “native to the US and are used by people”). Relative to a tone detection task, the semantic decision task activated left ventral temporal cortex (including parahippocampal, fusiform, and inferior temporal gyri), left lateral temporal cortex (including middle and superior temporal gyri), left posterior parietal, and prefrontal regions. When these data were reanalyzed relative to a difficult phoneme monitoring task, the peak of the left ventral temporal lobe activation was located more medially in the parahippocampal gyrus (Binder et al. 1999; this study also demonstrated that the network active during the semantic monitoring task was also active when subjects were simply instructed to “rest” with eyes closed, i.e., when engaged in internally generated thought and daydreams).

Semantic association tasks requiring subjects to make subtle, within-category decisions have revealed a similar network of areas as well. Vandenberghe et al. (1996) tested subjects on a modified version of a semantic task, The Pyramids and Palms Trees Test, developed by Howard and Patterson (1992). In contrast to the semantic decision tasks reviewed above, this task was directly derived from the clinical literature. For example, patients with semantic dementia perform poorly on this test, whereas patients with nonfluent progressive aphasia do not (Hodges & Patterson, 1996). Subjects were shown triplets of pictures of objects with the target item on the top and two choice items below it to the left and right. Subjects indicated which of the two objects on the bottom was more similar to the object on top. For most trials, the objects were from the same semantic category, but one choice was more related to the target than the other choice. For example, the target may be a wrench and the choices pliers and a saw. Performance on this task activated a network of regions similar to those reported by Démonet et al. (1992), in comparison to a task that required
subjects to make subtle visual distinctions (judging which object was more similar in size, as displayed on the screen, to the target object; Vandenberghe et al., 1996). Active regions included left posterior (fusiform gyrus) and anterior (inferior temporal gyrus) regions of ventral temporal cortex, left posterior lateral temporal cortex (middle temporal gyrus), left prefrontal, and left posterior parietal cortices. Importantly, these regions were also active when the objects were represented by their written names, thus providing evidence for a single semantic system engaged by pictures and words. Similar findings with The Pyramids and Palm Trees Test have been reported by Ricci et al. (1999; only pictures were used) and Mummery et al. (1999; for pictures and words).

The study by Mummery and colleagues (1999) is particularly noteworthy because it included patients with semantic dementia as well as normal individuals. The patients had prominent atrophy of the anterior temporal lobes, greater for the left than for the right hemisphere, as determined by volumetric analysis of the MRIs. Atrophy was not detected in more posterior temporal regions. Analysis of the PET data revealed activation of left anterior temporal lobe for the normal subjects during the semantic processing task (more strongly for words than for pictures). The dementia patients also showed activity in this region, but more variably than in normal individuals. This was not surprising, given that this was the area of greatest atrophy. However, whereas normal subjects also showed robust activation of posterior temporal cortex, the patients did not. One explanation for the patients’ failure to activate left posterior temporal cortex was that this region was damaged, but the pathology was not detectable with present imaging technology. Alternatively, this region was intact, but inactive because of an absence of top-down influences from anterior temporal cortex. If that is the case, then this finding suggests that the effect of a lesion on task performance may be due not only to a disruption of processes normally performed by the damaged cortex but also to a disruption of processes performed at more distant sites within a processing network.

In summary, the studies reviewed to this point indicate a strong association between performance on a variety of semantic processing tasks and activation of a broad network of cortical regions, especially in the left hemisphere. This network includes prefrontal cortex, posterior temporoparietal cortex, and the ventral and lateral regions of the temporal lobes (fusiform, inferior, and middle temporal gyri; see figure 6.1A, B).

These temporal lobe sites accord well with the clinical literature reviewed previously that documented a strong association between semantic deficits and left temporal lobe pathology including, but certainly not limited to, posterior cortex. Studies of patients also have provided compelling evidence that semantic memory has a struc-
ture, and that this structure may, therefore, have anatomical boundaries. The goal of most of the studies reviewed above was to isolate “semantic processing regions” from brain areas that support perceptual and other language processes, not to reveal its structure. The studies considered next have direct bearing on the structure of semantic representations, from both a cognitive and a neuroanatomic perspective.

**The Structure of Semantic Memory: Retrieving Information about Object Attributes**

In 1988, Petersen and colleagues reported the first study of the functional neuroanatomy of semantic processing in the normal human brain. A word retrieval task was employed. However, unlike the previously discussed studies of semantic fluency that averaged brain activity across multiple retrieval cues (e.g., generating names of mammals and car parts; Shaywitz et al., 1995), the words generated in this study were all of the same type (action verbs). Subjects were presented with single words denoting concrete nouns (e.g., “cake”) and asked to generate a single word denoting a use associated with the noun (e.g., “eat”). Comparison of activity recorded during this scan with activity recorded while the subjects simply read the words revealed activity in left lateral prefrontal cortex. Left prefrontal cortical activity was also found when the words were presented aurally, thus strengthening the authors’ conclusion of an association between left prefrontal cortex and semantics.

There were two problems with this conclusion. First, many semantic models view meaning as compositional rather than unitary (e.g., Fodor & Lepore, 1996). As such, meaning in the brain has been viewed as a distributed system, involving many brain regions (e.g., Damasio, 1989). Second, even if semantic networks were confined to a single region, the neuropsychological evidence suggests that the critical area would be the left temporal, not the left frontal, lobe. As noted previously, damage to left prefrontal cortex often results in impaired word retrieval, thereby providing one explanation for the Petersen et al. finding (and see Thompson-Schill et al., 1997, 1998, for evidence of left prefrontal involvement in the selection of a specific word among competing alternatives). Alternatively, the left prefrontal site reported by Petersen and colleagues (1988) may have been associated with retrieval of verbs, relative to other word types (if that is the case, it would remain to be determined whether this was tied to the grammatical or to the semantic function of verbs). In support of this possibility, patients have been described with selective verb retrieval deficits (e.g., Caramazza & Hillis, 1991; Damasio & Tranel, 1993), and their lesions typically included left prefrontal cortex. (However, the damage often extended posteriorly to include much of the perisylvian region. See Gainotti et al., 1995, for review.)

We addressed some of these issues by comparing verb retrieval to retrieval of another object-associated feature, color (Martin et al., 1995). We decided on color...
and action because of evidence that the perception of these features, as well as knowledge about them, could be differentially impaired following focal damage to the human brain. Color blindness, or achromatopsia, is associated with lesions of the ventral surface of the occipital lobes (e.g., Damasio et al., 1980; Vaina, 1994). PET and fMRI studies of normal individuals had identified regions in ventral occipital cortex active during color perception (specifically, the fusiform gyrus and collateral sulcus in the occipital lobe) (e.g., Corbetta et al., 1990; McKeefry & Zeki, 1997; Sakai et al., 1995; Zeki et al., 1991). In contrast, impaired motion perception, or akinetopsia, is associated with a more dorsally located lesion at the border of occipital, temporal, and parietal lobes (e.g., Zihl et al., 1991; Vaina, 1994). This location has also been confirmed by imaging studies of normal subjects (e.g., Corbetta et al., 1990; A. Smith et al., 1998; Zeki et al., 1991; Watson et al., 1993) (see figure 6.2A, B).

In addition, focal lesions can result in selective deficits in retrieving information about object-associated color and object-associated motion. Patients have been de-
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**Figure 6.2**
Schematic representation of the location of activations associated with perceiving and retrieving information about color and actions. (A) Ventral view of the left and right hemispheres showing occipital regions that responded to color (white circles), and temporal regions active when color information was retrieved (gray circles). Black circle on the left hemisphere shows location of the region active when color-word synestheses experienced color imagery. Black circle on the right hemisphere shows location of the region active in normal subjects during a color imagery task. (B) Lateral view of the left hemisphere showing sites at the junction of the occipital, temporal, and parietal lobes that responded to visual motion (white circles), and the region of the middle temporal gyrus active when verbs were retrieved (gray circles).
scribed with color agnosia who, for example, can neither retrieve the name of a color typically associated with an object nor choose from among a set of colors the one commonly associated with a specific object (e.g., De Vreese, 1991; Luzzati & Davidoff, 1994). And, as noted above, others have been described with selective verb comprehension and production impairments.

In our study, subjects were presented with black-and-white line drawings of objects. During one PET scan they named the object, during another scan they retrieved a single word denoting a color commonly associated with the object, and during a third scan they retrieved a single word denoting an action commonly associated with the object (Petersen et al.’s verb generation condition). For example, subjects were shown a picture of a child’s wagon and would respond “wagon,” “red,” and “pull” during the different scanning conditions (Martin et al., 1995).

In agreement with Petersen et al. (1988), retrieving object attribute information activated the left lateral prefrontal cortex, over and above that seen for object naming. However, this prefrontal activity did not vary with the type of information that subjects retrieved. Rather, the activation was similar for both the color and the action retrieval conditions, and thus consistent with the idea that left lateral prefrontal cortex is critically involved in retrieval from semantic memory (e.g., Gabrieli et al., 1998).

In contrast, other brain regions were differentially active, depending on the type of information retrieved. Importantly, behavioral data collected during the scans (voice response times) confirmed that the color and action retrieval tasks were equally difficult to perform. As a result, differences in patterns of cortical activity associated with these tasks could be attributed to differences in the type of information retrieved rather than to differences in the ease of information retrieval.

Relative to action verbs, generating color words activated the ventral region of the temporal lobes bilaterally, including the fusiform and inferior temporal gyri, approximately 2 to 3 cm anterior to regions known to be active during color perception (figure 6.2A). In contrast, action word generation was associated with a broader pattern of activation that included left inferior frontal cortex (Broca’s area), the posterior region of the left superior temporal gyrus (Wernicke’s area), and the posterior region of the left middle temporal gyrus (figure 6.2B). Activation of the middle temporal gyrus was located approximately 1 to 2 cm anterior to the regions active during the motion perception, based on previous functional brain imaging findings. Thus, retrieving information about specific object attributes activated brain regions proximal to the areas that mediate perception of those attributes.

Given the claims of the sensory-motor model of semantic representations, it may be surprising that regions close to primary motor cortex were not active during action word generation. As we suggested in our initial report, this failure may have been
related to our choice of objects. Few tools, or other small manipulable objects such as kitchen utensils, were presented because of their limited range of color associations (tools invariably elicit silver, black, and brown as color responses; Martin et al., 1995). However, as we will discuss later, left premotor cortex is indeed active when subjects generate action verbs exclusively to tools (Grafton et al., 1997).

Finally, a similar pattern of differential engagement of the fusiform gyrus (greater for color word generation than for action word generation) and left middle temporal gyrus (greater for action word generation than for color word generation) was seen when subjects responded to the written names of the objects rather than to pictures (Martin et al., 1995). Taken together, these results provided additional evidence that activity in these regions is related to meaning rather than to the physical characteristics of the stimuli.

It is also noteworthy that the activation in the ventral temporal cortex associated with retrieving color words, and the activation in the left middle temporal gyrus associated with retrieving action words, overlap with the regions active during performance of many of the semantic processing tasks reviewed previously (compare figures 6.1 and 6.2). Thus, the color/action word generation studies suggest that these posterior temporal regions may not serve a uniform function in the service of “semantics.” Rather, temporal cortex may be segregated into distinct areas that serve different functions. Specifically, qualitatively different types of information are stored in ventral temporal and lateral temporal cortices.

We have now reported two additional studies of color word generation that provide supportive evidence for an association between retrieving information about object color and activity in posterior ventral temporal cortex. One experiment addressed whether activation of the ventral temporal lobe when color words are retrieved was specifically tied to retrieving information from semantic memory. Subjects generated the names of typical object colors in one condition (retrieval from semantic memory), and generated the names of recently taught object-color associations in another condition (retrieval from episodic memory). For example, subjects responded “red” to an achromatic picture of a child’s wagon in one condition and “green” in another condition. (However, no subject saw the same objects in the semantic and episodic memory conditions. See Wiggs et al., 1999, for details.) In a second study, retrieving color information from semantic memory was evaluated in relation to color naming and color perception in order to more precisely map the functional neuroanatomy engaged by these processes (Chao & Martin, 1999). The results of these studies replicated our initial finding. Retrieving object-color information from semantic memory activated a region of ventral temporal cortex, bilaterally in Chao and Martin (1999) and lateralized to the left in Wiggs et al. (1999), that was
located anterior to the occipital areas active during color perception (figure 6.2A). Thus, we interpreted these findings as identifying a region where object-associated color information is stored.

Additional evidence in support of this claim comes from functional brain-imaging studies of individuals with color-word synesthesia (Paulesu et al., 1995) and color imagery in normal individuals (Howard et al., 1998). Color-word synesthetes are individuals who claim that hearing words often triggers the experience of vivid color imagery. Using PET, Paulesu and colleagues reported that listening to words activated a site in the left ventral temporal lobe in color-word synesthetes, but not in the normal individuals. The region active in the synesthetes when they heard words and experienced colors was the same area active when normal subjects retrieved object-color information (figure 6.2A). Howard et al. (1998) also reported fusiform activity, but on the right rather than the left, when normal subjects answered questions designed to elicit color imagery (e.g., “Is a raspberry darker red than a strawberry?”). Thus, the vivid experience of color imagery automatically elicited in the synesthetes—the effortful and conscious generation of color imagery, and effortful retrieval of verbal, object-color information—activated similar regions of the ventral temporal lobes (see figure 6.2A).

Interestingly, although the word-color synesthesia subjects experienced color when they heard words, they did not show activation of sites in ventral occipital cortex typically active during color perception. This finding is in accord with the Chao and Martin (1999) study of color word generation and color perception, and with the Howard et al. (1998) study of color imagery and color perception. In those reports, neither color word retrieval nor color imagery activated occipital regions that were active during color perception. These negative findings are consistent with clinical reports which suggest that color perception and color knowledge can be doubly dissociated. For example, Shuren et al. (1996) reported intact color imagery in an achromatopsic patient, while De Vreese (1991) reported impaired color imagery in a patient with intact color perception (case II). Taken together, the functional brain imaging and clinical literature provide converging evidence that information about object color is stored in the ventral temporal lobe, and that the critical site is close to, but does not include, more posterior occipital sites that respond to the presence of color.

In contrast to these reports on retrieving color information from semantic memory, there is now considerable evidence that retrieving a different type of object-associated information (as represented by action verbs) is associated with activity in a different region of the posterior temporal lobe: specifically, the left middle temporal gyrus. To date, there are at least 26 functional brain-imaging studies in the literature that have used the action word generation task. In addition to the studies discussed above (one in Petersen et al., 1988; and two in Martin et al., 1995), these include one study
reported in Wise et al. (1991), one in Raichle et al. (1994), four reported in Warburton et al. (1996), 12 studies (from 12 different laboratories) in Poline et al. (1996), four studies (from different laboratories) in Tatsumi et al. (1999), and one in Klein et al. (1999). (All used PET. McCarthy et al., 1993, studied verb generation using fMRI, but only the frontal lobes were imaged.)

The stimuli used in these studies have included pictures of objects (Martin et al., 1995), words presented visually (Martin et al., 1995; Petersen et al., 1988; Raichle et al., 1994), and words presented aurally (the remaining studies). Stimulus presentation rates ranged from one per sec (Petersen et al., 1988) to one per 6 sec (Poline et al., 1996; Tatsumi et al., 1999). Subjects responded aloud in some studies (Klein et al., 1999; Martin et al., 1995; Petersen et al., 1988; Raichle et al., 1994) and silently in the others, and produced a single response to each item in some studies (Klein et al., 1999; Martin et al., 1995; Petersen et al., 1988; Raichle et al., 1994) and multiple responses to each item in the others. Finally, subjects have been tested in a variety of native languages, including English, German, French, Italian, Dutch, Danish, Swedish, Chinese, and Japanese. Given these and numerous other differences between studies (including baseline comparison tasks), the findings have been remarkably consistent. In particular, retrieving information about object-associated actions activated the left middle temporal gyrus in 19 of 25 studies that imaged this region. Two of the remaining studies reported peak activity at a slightly more superior location in the superior temporal gyrus (Wise et al., 1991, and one study in Warburton et al., 1996; superior temporal activity was also observed in several data sets analyzed in Poline et al., 1996). The locations of the left middle temporal gyrus activations relative to regions active during motion perception are illustrated in figure 6.2B.

Taken together, the findings provide clear and compelling evidence against the idea that information about object attributes and features is stored in a single region of the brain, and thus within an undifferentiated semantic system. Rather, the color/action word retrieval data suggest that information is distributed throughout the cerebral cortex. In addition, the locations of the sites appear to follow a specific plan that parallels the organization of sensory systems and, as will be reviewed below, motor systems, as well. Thus, within this view, information about object features and attributes, such as form, color, and motion, would be stored within the processing streams active when that information was acquired, but downstream from (i.e., anterior to) regions in occipital cortex that are active when these features are physically present.

The Structure of Semantic Memory: Object Category-Specific Representations

**Background** Investigations of the functional neuroanatomy engaged by different categories of objects provide additional evidence for this view. As with many of the studies reviewed above, these investigations were motivated by the clinical literature.
Specifically, patients have been described with relatively selective deficits in recognizing, naming, and retrieving information about different object categories. The categories that have attracted the most attention are animals and tools. This is because of a large and growing number of reports of patients with greater difficulty naming and retrieving information about animals (and often other living things) than about tools (and often other man-made objects). Reports of the opposite pattern of dissociation (greater for tools than animals) are considerably less frequent. However, enough carefully studied cases have been reported to provide convincing evidence that these categories can be doubly dissociated as a result of brain damage. The impairment in these patients is not limited to visual recognition. Deficits occur when knowledge is probed visually and verbally, and therefore are assumed to reflect damage to the semantic system or systems (see Forde & Humphreys, 1999, for a review).

While it is now generally accepted that these disorders are genuine, their explanation, on both the cognitive and the neural level, remains controversial. Two general types of explanations have been proposed. The most common explanation focuses on the disruption of stored information about object features. Specifically, it has been proposed that knowledge about animals and tools can be selectively disrupted because these categories are dependent on information about different types of features stored in different regions of the brain. As exemplified by the definitions provided in the introduction to this chapter, animals are defined primarily by what they look like. Functional attributes play a much smaller role in their definition. In contrast, functional information—specifically, how an object is used—is critical for defining tools. As a result, damage to areas where object form information is stored leads to deficits for categories that are overly dependent on visual form information, whereas damage to regions where object use information is stored leads to deficits for categories overly dependent on functional information. The finding that patients with category-specific deficits for animals also have difficulties with other visual form-based categories, such as precious stones, provides additional support for this view (e.g., Warrington & Shallice, 1984; and see Bunn et al., 1998, for a reevaluation of this patient).

This general framework for explaining category-specific disorders was first proposed by Warrington and colleagues in the mid-to-late 1980s (e.g., Warrington & McCarthy, 1983, 1987; Warrington & Shallice, 1984). Influential extensions and re-formation of this general idea have been provided by a number of investigators, including Farah (e.g., Farah & McClelland, 1991), Damasio (1990), Caramazza (Caramazza et al., 1990), and Humphreys (Humphreys & Riddoch, 1987), among others (see Forde & Humphreys, 1999, for an excellent discussion of these models).

The second type of explanation focuses on much broader semantic distinctions (e.g., animate versus inanimate objects), rather than on features and attributes, as the
key to understanding category-specific deficits. A variant of this argument has been strongly presented by Caramazza and Shelton (1998) to counter a number of difficulties with feature-based formulations. Specifically, Caramazza and Shelton note that a central prediction of at least some feature-based models is that patients with a category-specific deficit for animals should have more difficulty answering questions that probe knowledge of visual information about animals (does an elephant have a long tail?) than about function information (is a elephant found in the jungle?). As Caramazza and Shelton show, at least some patients with an animal-specific knowledge disorder (and, according to their argument, all genuine cases) have equivalent difficulty with both visual and functional questions about animals. As a result of these and other findings, Caramazza and Shelton argue that category-specific disorders cannot be explained by feature-based models. Instead, they propose that such disorders reflect evolutionary adaptations for animate objects, foods, and, perhaps by default, tools and other man-made objects (the “domain-specific hypothesis”).

We now turn to functional brain-imaging studies to see if they provide information that may help in sorting out these issues. Currently, there are 14 studies that have investigated object category specificity. Studies contrasting animals and tools (and other manipulable, man-made objects, such as kitchen utensils) have employed a variety of paradigms. Object naming has been investigated using detailed line drawings (Martin et al., 1996), silhouettes (Martin et al., 1996), and photographs (Chao, Haxby, et al., 1999; Damasio et al., 1996). Subjects responded silently, except in Damasio et al. Object comparison tasks have also been used in which subjects judged whether pairs of objects were different exemplars of the same object or different objects in the same category. Objects were represented by line drawings (Perani et al., 1995) and by written names (Perani et al., 1999). Other paradigms have included delayed match-to-sample using photographs (Chao, Haxby, et al., 1999), passive viewing of rapidly presented photographs (Chao, Haxby, et al., 1999), presentation of written yes/no questions probing knowledge of visual and associative features (objects represented by their written names; Cappa et al., 1998), and written yes/no questions about where objects are typically found (objects represented by their written names; Chao, Haxby, et al., 1999).

Other studies have investigated category specificity by averaging across multiple categories of living things and artifacts. These have employed verbal fluency tasks (land animals, sea animals, fruits, and vegetables, versus toys, tools, weapons, and clothes; Mummery et al., 1996); written yes/no questions about visual and nonvisual features (objects were represented by their written names; categories included, but were not limited to, animals, flowers, vegetables, versus clothing, furniture, kitchen utensils; Thompson-Schill et al., 1999); object comparisons based on similarity in color and similarity in location (place typically found), using visually presented word
triads (living things versus artifacts, not further specified; Mummery et al., 1998); and naming and word-picture matching tasks using colored and black-and-white line drawings (animals, fruits, and vegetables versus vehicles, appliances, tools, and utensils; Moore and Price, 1999; only activations common to both the naming and the matching tasks were reported). All of the studies used PET except Chao, Haxby, et al. (1999) and Thompson-Schill et al. (1999), which used fMRI.

**Category-Related Activations of Occipital Cortex** The first studies to directly compare functional brain activity associated with animals versus tools were reported by Perani et al. (1995) and Martin et al. (1996). Both studies found greater activation of occipital cortex for animals relative to tools. These activations were lateralized to the left hemisphere and were located medially (Perani et al., 1995; Martin et al., 1996) and in ventrolateral cortex (fusiform gyrus and inferior occipital cortex; Perani et al., 1995). Using a naming task, Damasio et al. (1996) also reported greater medial occipital activity for animals, but lateralized to the right and superior to those in the above noted studies. Direct comparisons of animals and tools were not reported. Unlike the Martin and Perani studies, the tasks were not equated for difficulty, thus requiring the stimuli to be presented at different rates (see Grabowski et al., 1998, for details). Presentation rate, however, can influence the pattern of cortical activations (Price, Moore, et al., 1996). Moreover, the baseline comparison task consisted of judging whether photographs of faces were upright or inverted. As a result, the findings of Damasio et al. are difficult to interpret, especially in light of more recent data indicating substantial overlap in the network of regions activated by pictures of animals and human faces (Chao, Haxby, et al., 1999; Chao, Martin, et al., 1999).

Patients with category-specific deficits for living things most often have damage to the temporal lobes, usually as a result of herpes encephalitis (e.g., Pietrini et al., 1988). Thus, the finding that the occipital cortex was the main region activated for animals, relative to tools, was surprising and problematic. One possibility is that this heightened occipital activity simply reflected differences in the visual complexity of the stimuli. In this view, pictures of animals are visually more complex (e.g., Snodgrass & Vanderwart, 1980), and therefore require more visual processing than do pictures of tools (e.g., Gaffan & Heywood, 1993). This interpretation was weakened by the results of a study that used silhouettes of animals and tools, thereby eliminating stimulus differences with regard to internal visual detail. Naming animal silhouettes was associated with greater left medial occipital activity, relative to naming tool silhouettes, even though the stimuli were equated for naming speed and accuracy (Martin et al., 1996).

Recent reports have all but eliminated the visual complexity argument by showing greater occipital activity for animals, relative to tools, when the objects were repre-
presented by their written names rather than by pictures. Perani et al. (1999) reported greater left inferior occipital activity for animals than for tools using a same/different word-matching task, and Chao, Haxby, et al. (1999) reported greater bilateral inferior occipital activity for reading and answering questions about animals than about tools. Both of these studies also found greater animal-related than tool-related activity in inferior occipital cortex using object picture tasks (same/different judgments in Perani et al., 1999; viewing, delayed match-to-sample, and naming in Chao, Haxby, et al., 1999). However, Perani and colleagues also reported bilateral activation of the medial occipital region (lingual gyrus) for tools, relative to animals, in their reading task (but not in their object picture task). This exception notwithstanding, most of the evidence suggest that occipital cortex, especially around calcarine cortex and the inferior occipital gyrus, is more active when stimuli represent animals than when they represent tools (figure 6.3). Further support for this possibility is provided by a study of patients with focal cortical lesions. Tranel and colleagues identified 28 patients with impaired recognition and knowledge of animals, relative to tools, and famous people. All had posterior lesions that included medial occipital cortex, 14 on the right and 14 on the left (Tranel et al., 1997).

Given that occipital activity is unlikely to be due to differences in visual complexity, an alternative explanation is that it reflects top-down activation from more anterior sites (Martin et al., 1996, 2000). This may occur whenever retrieval of detailed information about visual features or form is needed to identify an object. However, if this were the case, then category-related differentiation should be found anteriorally in the ventral object-processing stream to drive this process. In addition, although, as noted above, there have been reports of patients with occipital lesions that had category-specific impairment for animals and other animate or living objects (Tranel et al., 1997), most cases have had lesions confined to the temporal lobes (see Gainotti et al., 1995, for review). Thus, one would expect to find animal-related activity farther downstream in the ventral object-processing pathway.

**Ventral Temporal Cortex and the Representation of Visual Form** As reviewed previously, many studies of semantic processing have reported activity centered on the fusiform gyrus in posterior temporal cortex. For example, the naming studies reported by Martin et al. (1996) found bilateral fusiform activity for both animals and tools, relative to a lower-level baseline condition. However, these activations were not seen when the categories were directly contrasted, thus suggesting that category-related differences were not represented in this region of the brain. More recent studies, however, suggest that this failure may have been due to the limited spatial resolution of PET. Using fMRI, Chao, Haxby, et al. (1999) reported multiple, category-related sites in the ventral region of the posterior temporal lobes. These
ventral activations were located in the same region identified in many of the previously reviewed semantic tasks (fusiform gyrus, ~4.5–6.5 cm posterior to the anterior commissure) (figure 6.4 and color plate 6).

The location of these category-related activations was highly consistent across individual subjects, and different paradigms with pictures (passive viewing, delayed match-to-sample, and naming) and the written names of objects (Chao, Haxby, et al., 1999). In addition to animals and tools, the stimuli for the viewing and delayed match-to-sample tasks included pictures of human faces and houses. Faces and houses were included because previous studies had shown that these objects elicit highly consistent patterns of activation in ventral temporal cortex. Viewing faces has
been associated with activation of the more lateral portion of the fusiform gyrus (Haxby et al., 1999; Ishai et al., 1999; Kanwisher et al., 1997; McCarthy et al., 1997, Puce et al., 1996), whereas viewing houses and landmarks has activated regions medial to face-responsive cortex, including the medial aspect of the fusiform gyrus (Haxby et al., 1999; Ishai et al., 1999), lingual gyrus (Aguirre et al., 1998), and parahippocampal cortex (Epstein & Kanwisher, 1998).

In addition to the bilateral inferior occipital activation discussed above, Chao, Haxby, et al. (1999) found bilateral activation centered on the lateral half of the fusiform gyri for animals relative to tools (see figure 6.4B). This region could thus pro-
vide the purported top-down modulation of occipital cortex. In addition, consistent with reports cited above, this region also responded strongly to human faces. The peaks of the activation for animals and for human faces were essentially identical, even when the faces of the animals were completely obscured (Chao, Martin, et al., 1999). However, the animal- and face-related activations were not identical in all respects. Specifically, the neural response to faces was more focal than that to animals. This finding suggests that while recognition of animals and faces may be dependent, at least partially, on a common neural substrate, faces may be processed by a more discretely organized system. This finding, in turn, may explain why some patients may have selective deficit for faces (e.g., McNeil & Warrington, 1993), and also why impaired recognition of animals may be the most common co-occurring category-related deficit in prosopagnosic patients (Farah, 1990).

In contrast, the medial fusiform region responded more strongly to tools than to animals (see figure 6.4B). This region also responded strongly to houses, as previously reported. However, as was the case for the animals and faces, direct comparison of houses and tools revealed finer-grained distinctions between these object categories as well. The peak activity associated with processing tool stimuli was consistently lateral to the peak activation associated with houses (although still in the more medial section of the fusiform gyrus). These findings suggest that the pattern of response to different object categories varies continuously across the posterior ventral temporal cortex. For this reason, we suggested that the ventral temporal cortex may be organized according to object features that cluster together (Chao, Haxby, et al., 1999; Ishai et al., 1999; Martin et al., 2000). The nature of these features remains to be determined. However, because the fusiform gyrus is part of the ventral object vision pathway, this region may be tuned to the features of object form shared by members of a category.

Lateral Temporal Cortex and the Representation of Object-Related Visual Motion
Animal stimuli were also associated with activation of the lateral surface of the posterior temporal cortex centered on the superior temporal sulcus (STS). Again, the location of activity was consistent across individuals and tasks. However, in contrast to the fusiform activity, which was found in every subject, significant STS activity was found in only half the subjects for the picture-processing tasks, and only one quarter of the subjects (two of eight) for the word-reading task (Chao, Haxby, et al., 1999). Finally, as was the case for the lateral region of the fusiform gyrus, pictures of human faces also activated STS in approximately half the subjects, as previously reported by Kanwisher and colleagues (1997). Again, the peaks of the activations for animals and faces were essentially identical, but faces evoked a more focal pattern of activity in STS than did animals.
Single-cell recording studies in monkeys have shown activity in STS when viewing faces or face components, and when observing motion of people and other monkeys (see Desimone, 1991, for review). Consistent with these findings, human brain-imaging studies have revealed STS activity when viewing faces (Chao, Haxby, et al., 1999; Haxby et al., 1999; Ishai et al., 1999; Kanwisher et al., 1997), viewing mouth and eye movements (Puce et al., 1998), and observing human movements (Bonda et al., 1996; Rizzolatti, Fadiga, Matelli, et al., 1996). Thus, as we have suggested previously (Chao, Haxby, et al., 1999; Martin et al., 2000), STS may be involved not only in perception of biological motion but also in storing information about biological motion, perhaps in different parts of this region. If that is so, then the fact that viewing animals activates a portion of STS suggests that this information may be necessary, or at least available, to aid in identifying these stimuli.

In summary, the findings of the fMRI studies reported by Chao, Haxby, et al. (1999) revealed several category-related activations in the posterior region of the temporal lobes that were not seen in previous studies using PET. These included greater activation of the lateral portion of the fusiform gyrus and STS for animals (and human faces) than for tools (and houses), and greater activation of the medial fusiform region for tools (and houses) than for animals (and faces). In addition, these studies confirmed a finding that had been reported multiple times using PET: greater activity in the left posterior middle temporal gyrus for tools than for animals.

Activation of the left middle temporal gyrus in response to tools has been reported across a large number of paradigms using pictures of objects and their written names. These have included object naming of line drawings (Martin et al., 1996), silhouettes (Martin et al., 1996), and photographs (Chao, Haxby, et al., 1999); viewing rapidly presented pictures (Chao, Haxby, et al., 1999); delayed match-to-sample (Chao, Haxby, et al., 1999); answering written questions about object locations (Chao, Haxby, et al., 1999); verbal fluency (inanimate versus animate categories; Mummery et al., 1996); and answering written questions about visual and associative object features (Cappa et al., 1998). Other studies have employed a word triad task in which subjects judged the similarity of objects on different attributes (nonliving versus living categories; Mummery et al., 1998) and a same/different word-matching task (Perani et al., 1999). In addition, Perani and colleagues reported greater left middle temporal gyrus activity for a picture-matching task with tools, but not animals, relative to a low-level visual baseline task, and Moore and Price (1999) reported greater left middle temporal gyrus activity for tools versus a variety of other object categories using a picture-matching task (figure 6.5).

It is noteworthy that the location of these activations overlaps with the locations reported in verb generation studies reviewed previously (compare figures 6.2B and
6.5). In addition, damage to this region has been linked to a selective loss of knowledge about tools (Tranel et al., 1997). These findings are consistent with the idea that information about object-associated motion is stored in the posterior region of the middle temporal gyrus.

As we suggested for the ventral region of the temporal lobe, the lateral region of the temporal lobes may also be tuned to different object features that members of a category share. The nature of these features remains to be determined. However, given the functional properties of posterior STS and middle temporal gyrus, one possibility may be that the lateral temporal cortex is tuned to the features of object motion. In the studies of Chao et al., biological objects (animals and faces) were associated with heightened activity in STS, whereas in Chao, Haxby, et al. (1999) and the studies listed above, tools were associated with heightened activity in the middle temporal gyrus. Objects, which by definition are stationary (houses), produced negligible activity in both regions. This pattern of activation suggests a superior-to-inferior gradient that may be tuned to the yet-to-be-determined features which distinguish biological motion from motion associated with the use of manipulable, man-made objects (see figure 6.4).

**Left Premotor Cortex and the Representation of Object-Related Motor Sequences**

In the view taken here, semantic representations of objects are assumed to include information about their defining attributes, and are automatically active when objects are
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**Figure 6.5**

Schematic representation of the location of activations in the left middle temporal gyrus and left premotor cortex associated with tools, relative to animals or other object categories, across a variety of different paradigms (gray circles). Black circles indicate location of activations associated with imagined object grasping and imagined object manipulation (see text for details).
identified. If that is so, one would expect to find selective activity near motor cortex for objects that we routinely manipulate manually (tools and utensils). Activation of one such area has been reported. Greater activation of the ventral region of left pre-motor cortex for tools than for animals has been reported for silent object naming of line drawings (Martin et al., 1996) and silhouettes (Martin et al., 1996). In addition, Grafton and colleagues (1997) reported left prefrontal activation for silently naming tools and tool-associated actions. Finally, Grabowski et al. (1998) reported that although left premotor and left prefrontal regions were active for naming animals and faces, as well as tools, an isolated region of left premotor cortex responded selectively to tools (this was a reanalysis of data from Damasio et al., 1996) (see figure 6.5).

These findings provide some support for an association between recognition of tools and activity in left premotor cortex. Tool-related activation of left premotor cortex, however, has not been nearly as consistent a finding as the association between tools and the left middle temporal gyrus. One possibility is that selective activity in left premotor cortex is difficult to identify with PET because many of the tasks employed have typically activated adjoining anterior sites in left lateral prefrontal cortex. In this regard, it may be noteworthy that the clearest findings have come from studies that used silent naming (Grafton et al., 1997; Martin et al., 1996) and silent verb generation (Grafton et al., 1997). Recent data from our laboratory using fMRI have replicated this finding. These studies have shown selective activation of left ventral premotor cortex for silent naming of tools relative to naming animal photographs and for viewing rapidly presented pictures of tools, but not of animals, faces, or houses (Chao & Martin, 2000). It is also noteworthy that activity in this region of premotor cortex has been found when subjects imagined grasping objects with their right hand (Decety et al., 1994; Grafton et al., 1997), and imagined performing a sequence of joystick movements with their right hand (Stephan et al., 1995) (figure 6.5).

Selective activation of left premotor cortex in response to manipulable objects is consistent with single-cell recording studies in monkeys. Rizzolatti and colleagues have identified neurons in the inferior region of monkey premotor cortex (area F5) that respond both during the execution of a movement and when observing the movement performed by others. Moreover, some cells that responded during movement execution also responded when the animals simply viewed objects they had previously manipulated (Murata et al., 1997). These and related findings have led to the suggestion that these neurons represent observed action, and form the basis for the understanding of motor events (see Jeannerod et al., 1995; Rizzolatti, Fadiga, Gallese, et al., 1996). Thus, it may be that the left premotor region identified in the above noted functional brain-imaging studies carries out a similar function, specifically, storing infor-
mation about the patterns of motor movements associated with the use of an object. If that is so, then the fact that naming tools, but not animals, activates this region further suggests that this information is automatically accessed when manipulable objects are identified.

**Summary and Implications of Category-Specific Activations** Functional neuroimaging studies suggest that different types or classes of objects, such as animals and tools, are associated with different networks of discrete cortical regions. Tasks dependent on identifying and naming pictures of animals are associated with activity in the more lateral aspect of the fusiform gyrus, medial occipital cortex, and STS. These activations may be related to the automatic activation of stored information about object form, visual detail, and biological motion, respectively. In contrast, identifying and processing pictures of tools are associated with activation of the more medial aspect of the fusiform gyrus, left middle temporal gyrus, and left premotor cortex. These sites may be related to the automatic activation of stored information about object form, nonbiological motion, and object use-associated motor movements, respectively.

There is also evidence that reading the names of, and answering questions about, animals and tools produces category-related activity in some of the regions identified by the picture-processing tasks. This correspondence provides strong evidence that activity in temporal cortex reflects stored information about an object, not just the physical features of the material presented for processing. Moreover, in the Chao et al. study, the strongest activation was in the fusiform gyrus (a region assumed to represent object form) when answering questions about animals, and in the middle temporal gyrus (a region assumed to represent object motion) when answering questions about tools (see Chao, Haxby, et al., 1999, for details). Taken together with the studies of object picture-processing, these findings suggest that thinking about a particular object may require activation of the critical features that define that object. Thus, thinking about any characteristic of a particular animal would require activation of visual feature information. This finding could explain why some patients with a category-specific disorder for recognizing living things have difficulty answering questions that probe both visual and nonvisual information. In this view, these patients have damage to regions of the brain that store information about the visual form of animals, and activation of these representations may be necessary to gain access to other types of information about animals, assumed to be stored elsewhere. Consistent with this idea, Thompson-Schill and colleagues (1999) found increased activity in the left fusiform gyrus when subjects retrieved visual and nonvisual information about animals.
Viewed in this way, the evidence presented here appears to provide considerable support for feature-based models of semantic representation. However, some of the findings could be interpreted as evidence for Caramazza and Shelton’s “domain-specific” hypothesis (1998) as well. For example, the clustering of activations associated with animals and faces, on the one hand, and tools and houses, on the other hand, reported by Chao, Haxby, et al. (1999) may be viewed as consistent with this interpretation. However, there is evidence to suggest that the representations of all nonbiological objects do not cluster together. For example, we have reported that the peak of activity associated with a category of objects of no evolutionary significance (chairs) was located laterally to the face-responsive region (in the inferior temporal gyrus) rather than medially (Ishai et al., 1999). Moreover, the domain-specific hypothesis does not make any predictions about where information about biological and nonbiological objects is represented in the brain. Clearly, different categories of objects activate different cortical networks. There does not seem to be a single region that maps onto whole categories. Nevertheless, it could be that there is a broader organization of these networks that reflects evolutionarily adapted, domain-specific knowledge systems for biological and nonbiological kinds. This possibility remains to be explored.

ISSUES

The evidence reviewed here suggests that we are beginning to make progress in understanding the neural substrate of some aspects of meaning. It is equally clear that we are only beginning to scratch the surface. Although I have tried to highlight agreements among studies, those familiar with this area of research may object that my focus has been overly narrow, and thus I have glossed over many puzzling discrepancies and contradictions in the literature. This is true. Time will tell whether the activations I chose to focus on, and the interpretations I have offered, are reasonable or not. Below I offer a brief list of some of the questions that may be worth pursuing in the future.

1. What is the role of the occipital lobes in object semantics? Specifically, does category-related activity in medial and ventral occipital cortex reflect top-down influences from more anterior regions in temporal cortex? If this activity is related to retrieving visual feature information, then why isn’t occipital cortex active when information about color is retrieved? Integration of fMRI and MEG should help to sort out the temporal dynamics of activity within these networks.
2. How are category-related activations modified by experience? For example, what is the role played by expertise (e.g., Gauthier et al., 1999)? Will experience with motion and manipulation of novel objects result in the emergence of posterior middle temporal activity, and left premotor activity, respectively?

3. How is the lexicon organized? And how are lexical units linked to the networks of semantic primitives discussed in this chapter?

4. Similarly, where do we store associative information that comprises the bulk of semantic memory? How is this information linked to the networks of semantic primitives described here?

5. What neural structures mediate other aspects of meaning, such as the understanding of metaphor (e.g., Bottini et al., 1994)?

6. Do different structures within the medial temporal lobe declarative memory system (i.e., hippocampus, and entorhinal, perirhinal, and parahippocampal cortices) play different roles in the acquisition and/or retrieval of semantic and episodic memories (e.g., Maguire & Mummery, 1999)?

7. What brain structures are involved in categorizing objects? E. E. Smith and colleagues have shown that exemplar-based and rule-based categorizations activate different neural structures (E. E. Smith et al., 1999). Their study is an excellent example of how functional neuroimaging data can provide evidence germane to long-standing disputes in cognitive psychology.
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INTRODUCTION

Humans communicate using a variety of signals, including speech sounds, written symbols and other visual artifacts, axial and limb gestures, and facial expressions. “Language” refers to any system of communication involving arbitrary (symbolic or nonidentity) representation of information. While all of the communicative signals available to humans are thus used for languages of varying complexity, communication with spoken, written, and signed words is arguably the most extensive and uniquely human of these languages. Our capacity to maintain the arbitrary relationships linking a large number of words to underlying concepts is staggering, as is the capacity to combine these words in a virtually limitless number of different expressions. In this chapter we focus on the neuroanatomy of this verbal language system as it is revealed by functional brain imaging.

Defined in this way, the verbal language system in the brain is most concisely characterized as a complex system of knowledge (i.e., genetically inherited or learned information) about words. This knowledge base can be divided into conceptually distinct subsystems that may or may not have spatially distinct neural representations. The major traditional subsystems include (1) phonetics, information concerning articulatory and perceptual characteristics of speech sounds; (2) orthographics, information concerning written letter combinations; (3) phonology, the language-specific rules by which speech sounds are represented and manipulated; (4) lexicon, information about specific phoneme and grapheme combinations that form words in the language; (5) semantics, information regarding word meanings, names, and other declarative knowledge about the world; and (6) syntax, the rules by which words are combined to make well-formed sentences and sentences are analyzed to reveal underlying relationships between words.

Effective use of words also requires the interaction of these verbal knowledge stores with sensory input, motor output, attention, and short-term memory systems. Everyday conversation, for example, would not be possible without arousal systems to keep us awake, low-level auditory processors, short-term memory, and speech articulation mechanisms. Although language behavior is dependent on such systems, there is reason for a conceptual distinction between these systems and the verbal knowledge systems mentioned earlier. We can imagine engaging early sensory, motor, attention, and working memory processes during behaviors that are essentially nonverbal, such as in a task involving pressing a key every other time a sensory signal appears. To the extent that these systems are used in common to support both verbal and nonverbal
behaviors, we regard them as nonlinguistic, general-purpose systems, while recognizing that they interact closely with verbal knowledge stores and may in some cases be partly specialized for language-related functions (for example, in the case of “verbal working memory”).

**Special Problems for Language Activation Imaging Studies**

Functional imaging of language processes occurs in the context of more than a century of research on language localization using lesion-deficit correlation (Broca, 1861; H. Damasio, 1989; Geschwind, 1965; Goldstein, 1948; Henschen, 1920–1922; Luria, 1966; Nielsen, 1946; Penfield & Roberts, 1959; Shallice, 1988; Wernicke, 1874). Although much has been learned from lesion-deficit research, this approach also has important limitations. The overall extent and precise distribution of the lesions vary considerably across individuals, creating a large number of lesion variables that may or may not be related to the behavioral deficits. Meanwhile, commonly shared features of the vascular supply result in areas of lesion overlap across subjects independent of any shared deficits. Detection of deficits varies with the method and timing of testing, and with the a priori aims of the experimenter. Patients are not tested prior to occurrence of the lesion, so no baseline data are available. Finally, dysfunction of one processing subsystem may interfere with a wide range of observable behaviors, leading to overlocalization by false attribution of these behaviors to the lesioned area.

These and other problems have limited the ultimate spatial precision and interpretability of lesion-deficit correlation data. Despite these limitations, however, there are also broad points of consensus about the anatomical basis of certain aphasic symptoms, as well as a large number of carefully executed correlation studies from which reasonably firm conclusions can be drawn. These results thus provide important constraints for the interpretation of functional imaging data. Functional imaging techniques have the potential to provide localization information that is considerably more precise than what can be obtained by lesion analysis, and the potential to observe the full workings of the intact language system. On the other hand, several theoretical issues complicate the design and interpretation of language activation studies.

**Interactive Coactivation of Linguistic Subsystems** Although conceptually distinct, the linguistic subsystems (phonological, semantic, syntactic, etc.) act together during everyday language behaviors. For example, “comprehension” of a spoken sentence engages speech sound perceptual mechanisms in concert with word recognition, semantic, and syntactic knowledge systems. Many lines of evidence suggest, for example, that lexical, semantic, and syntactic knowledges constrain phoneme and
grapheme perception (Ganong, 1980; Miller, 1963; Reicher, 1969; Tulving & Gold, 1963; Warren & Obusek, 1971), and that word-level semantic processing interacts with knowledge of syntactic relationships during sentence interpretation (Marslen-Wilson & Tyler, 1981; McClelland & Kawamoto, 1986). The extent to which each component subsystem can be examined in isolation thus remains a major methodological issue for functional activation imaging studies. By contrasting, for example, conditions in which attention is directed to either semantic or syntactic features of sentences, a large part of both processing subsystems might remain invisible because of interactive coactivation of both subsystems across both conditions. At issue here is the degree to which attentional shifts between contrasting knowledge subsystems can create activation contrasts in functional imaging tasks and, conversely, the degree to which activation in these subsystems is independent of selective attentional influences.

Preattentive (Automatic, Obligatory, or Implicit) Processing  A closely related issue concerns the degree to which linguistic attributes of stimuli are processed when there are no task demands related to these attributes. A familiar example is the Stroop effect, in which semantic processing of printed words occurs even when subjects are instructed to attend to the color of the print, and even when this semantic processing interferes with task performance (Macleod, 1991). Considerable converging evidence suggests that such preattentive processing is commonplace when the brain is presented with stimuli that have phonological and semantic associations, and occurs outside the control or conscious awareness of subjects (Carr et al., 1982; Macleod, 1991; Marcel, 1983; Price, Wise, & Frackowiak, 1996; Van Orden, 1987). Price, Wise, and Frackowiak (1996) demonstrated this general phenomenon in a PET study. Subjects were required to detect a target visual feature (vertical lines) in printed text stimuli. This task remained constant while the stimuli varied in terms of linguistic value. Compared to activation produced by nonsense characters and consonant strings, pronounceable (i.e., orthographically legal) nonwords and real words produced additional activation in widespread, left-lateralized cortical areas, even though the explicit task was identical across all conditions (figure 7.1 and color plate 7).

If familiar stimuli such as words, pronounceable nonwords, and pictures evoke uncontrolled, automatic language processing, these effects need to be considered in the design and interpretation of language activation experiments. Use of such stimuli in a baseline condition could result in undesirable subtraction (or partial subtraction) of language-related activation. Such inadvertent subtraction may be particularly relevant in functional imaging studies of language processing, which frequently attempt to match, as closely as possible, the stimuli in the activation and control tasks. One notable example is the widely employed “word generation” task, which is frequently
paired with a control task involving repetition or reading of words (Buckner et al., 1995; Petersen et al., 1988; Raichle et al., 1994). In most of these studies, which were aimed at detecting activation related to semantic processing, there has been relatively little activation in temporal and temporoparietal structures that are known, on the basis of lesion studies, to be involved in semantic processing. In contrast, subtractions involving control tasks that use nonlinguistic stimuli generally reveal a much more extensive network of left hemisphere temporal, parietal, and frontal language-processing areas (Binder et al., 1997; Bookheimer et al., 1995; H. Damasio et al., 1996; Démonet et al., 1992; Price, Wise, & Frackowiak, 1996). Collectively, these results suggest that the word repetition control task used in the word generation studies elicits preattentive processing in many of the regions shown in figure 7.1, and that this control task activation obscures much of the activation in these areas that presumably occurs during word generation. These results also illustrate a more general point: that activation contrast maps are as dependent on properties of the control task and control stimuli as on the explicit requirements of the activation task.

**Stimulus-Unrelated Language Processing** Verbal language, as we have defined it, is dependent on interactive systems of internally stored knowledge about words and word meanings. Although in examining these systems we typically use familiar stimuli or cues to engage processing, it seems quite likely that activity in these systems could occur independently of external stimulation and task demands. The idea that the conscious mind can be internally active independent of external events has a long history in psychology and neuroscience (Aurell, 1979; Hebb, 1954; James, 1890;
When asked, subjects in experimental studies frequently report experiencing seemingly unprovoked thoughts that are unrelated to the task at hand (Antrobus et al., 1966; Pope & Singer, 1976; Teasdale et al., 1993). The precise extent to which such “thinking” engages linguistic knowledge remains unclear (Révész, 1954; Weiskrantz, 1988), but many researchers have demonstrated close parallels between behavior and language content, suggesting that at least some thought processes make use of verbally encoded semantic knowledge and other linguistic representations (Karmiloff-Smith, 1992; Révész, 1954; Vygotsky, 1962).

Stimulus-unrelated processing appears to require attentional resources. The frequency of reported “thoughts” and hallucinations increases as external stimulation decreases or becomes more static and predictable (Antrobus et al., 1966; Pope & Singer, 1976; Solomon et al., 1961). Conversely, the performance of effortful perceptual and short-term memory tasks suppresses these phenomena, indicating a direct competition between exogenous and endogenous signals for attentional and executive resources (Antrobus et al., 1966; Filler & Giambra, 1973; Pope & Singer, 1976; Segal & Fusella, 1970; Teasdale et al., 1993, 1995). These studies suggest that the “resting” state and states involving minimal attentional demands (such as passive stimulation and visual fixation tasks) may actually be very active states in which subjects frequently are engaged in processing linguistic representations (Binder et al., 1999). Use of such states as control conditions for language activation imaging studies may thus obscure similar processing that occurs during the language task of interest. This is a particularly difficult problem for language and conceptual processing studies because, for such studies, task-unrelated processing may be a profoundly important variable that cannot be directly measured or precisely controlled.

Some General Characteristics of PET and fMRI Language Activation Data

The functional imaging data to be considered in this chapter come primarily from O15 PET and fMRI studies of language processing. Although different in some respects, the two methods share a sufficient number of common features to warrant consideration of a combined review. Both methods measure signals associated with blood flow increases in metabolically active tissue rather than signals arising directly from neural activity. As typically practiced, both methods measure relative differences in signal (rather than absolute levels) across different activation conditions. Very similar or identical methods of statistical analysis within and among subjects have been applied in PET and fMRI research.

Essential differences between these methods also exist. For example, fMRI signals depend not only on changes in blood flow but also on changes in oxygen extraction
fraction that alter intravascular oxygen concentration (known as blood oxygenation level dependency, or BOLD). fMRI appears to be more sensitive than PET to whole-head movement and soft tissue motion, which cause artifactual signals in fMRI data that may appear to be correlated with changes in task condition (Hajnal et al., 1994). PET methods typically sample larger volume elements (voxels) and produce fewer data points per subject compared to fMRI. At issue is whether or not these and other differences are large compared to the similarities, and therefore preclude direct comparisons between PET and fMRI language data. The most precise evidence on this issue includes direct comparisons of PET and fMRI data in the same subjects, using the same activation contrasts (Kraut et al., 1995; Ramsay et al., 1996), but no such studies have yet been published in the language activation literature. Many PET and fMRI studies show very similar patterns of activation in visual and auditory sensory areas during passive word presentation (e.g., compare superior temporal gyrus activation by speech sounds, in Wise et al., 1991, and Binder et al., 1996). Very similar PET and fMRI activation patterns have also been demonstrated using nearly identical language task contrasts (Binder et al., 1997, 1999; Buckner et al., 1995, 1996; Démonet et al., 1992; Howard et al., 1992; Small et al., 1996).

Figure 7.2 (and color plate 8) shows an example of such a replication across imaging modalities. In this example very similar activation foci associated with semantic processing are observed in the left angular gyrus, dorsal prefrontal cortex, and posterior cingulate cortex in both studies, despite use of different imaging modalities, different subjects, slightly different tasks and stimuli, and different statistical methods. The small differences between these and other matched PET/fMRI studies do not seem as large as some differences observed across supposedly similar experiments performed in the same imaging modality (Poeppel, 1996; Poline et al., 1996). While more such replication studies are needed, initial results like these suggest that under ideal circumstances it is reasonable to expect very similar results from PET and fMRI. Large differences are thus more likely to be due to lack of statistical power on the part of one or both studies, differences in task requirements or stimuli (either control or activation task), or some other unknown systematic bias.

**Special Problems for PET Language Studies** The relatively lower spatial and temporal resolutions of PET compared to fMRI are well recognized and will not be discussed further here. These problems place limits on the level of observable detail and preclude use of PET to study short-term cognitive events, but do not impact on the valid use of this technique to address many other issues in the localization of language processes. Similarly, although the relatively smaller number of measurements obtainable from each subject using PET makes its application to studying individual vari-
ability and changes that occur within individuals over time more difficult, PET is well suited to group studies, in which greater statistical certainty is obtained by studying more subjects rather than by studying each subject more.

PET data analysis typically includes considerable spatial smoothing of individual subject data prior to conducting group analyses in order to overcome misalignment of activation foci across subjects due to anatomical and functional variability, and to maximize within-subject signal-to-noise ratio by suppressing high-frequency spatial noise. Smoothing is typically performed with a Gaussian function applied over a kernel of 15–20 mm diameter. As a result of this process, the final activity level at a given voxel location is a sum of weighted activation values in the spatial neighborhood of the voxel. Depending on the proximity of different activation foci and the degree of smoothing used, activity from one focus may contribute significantly to the activation level of a neighboring focus.

This neighborhood influence can present a problem when investigators wish to make claims about interhemispheric asymmetry of activation, claims that are frequently of theoretical importance in language studies. In one report, for example,
ward asymmetry of activation in the superior temporal gyrus (STG) was interpreted as evidence for linguistic-level processing in this region (Rumsey et al., 1997). However, this left STG activation was accompanied by activation in the neighboring left insula, whereas no such neighboring focus occurred near the right STG. Figure 7.3 illustrates a simulation of this situation, beginning with simulated cubical “activation foci” of equal size and magnitude, centered on the stereotaxic coordinates given for the STG and insular foci in the original study. These foci were then smoothed using a Gaussian filter with root mean square diameter of 20 mm. As shown on the right side of the figure, the simulated insular focus had a profound effect on the neighboring left STG focus, substantially increasing its peak magnitude and thresholded extent relative to the contralateral STG focus, and resulting in a degree of asymmetry very similar to that observed in the original study. Although they were actually identical, smoothing caused these two foci to appear quite asymmetric. The degree and significance of such effects depend on several factors, including the magnitude of any neighboring foci, the proximity of these foci to the focus in question, and the degree of smoothing employed. Unless all of these variables can be quantified and taken into consideration, it may be difficult to draw conclusions about magnitude differences between activation foci located in very different activity “environments.”

**Special Problems for fMRI Language Studies** fMRI enables imaging at greater spatial and temporal resolution than O15 PET, and there are no safety restrictions on the number of images than can be made of a given individual. These characteristics greatly increase the practicality of obtaining robust signals from individual subjects,

---

**Figure 7.3** Illustration of neighborhood effects induced by spatial smoothing. Proximity of the left hemisphere “insula” and “STG” foci results in spurious STG asymmetry due to smoothing.
of exploring a wider variety of activation conditions within each subject, and of de-
tecting small areas or small differences between areas of activation. A disadvantage of
fMRI for studies of speech perception is the unavoidable presence of noise generated
by the scanner, caused by transduction of energy in the imaging coil during rapid
magnetic field gradient switching. The characteristics of this noise depend on many
variables, including the type of imaging pulse sequence, head coil and other hard-
ware, rate of image acquisition, and image slice orientation used. Echoplanar imag-
ing, probably the most common type of pulse sequence, is typically associated with a
brief (e.g., <100 msec) broadband, harmonically complex noise pulse with peak in-
tensity levels on the order of 110–130 dB SPL. Despite this noise, robust activation
signals associated with intermittent presentation of experimental stimuli can be readily
obtained from auditory cortex using fMRI (Binder et al., 1996; Binder, Rao,
Hammeke, et al., 1994; Dhankhar et al., 1997; Jäncke et al., 1998). A study suggests
that fMRI activation signals resulting from the scanner noise are confined primarily
to Heschl’s gyrus (Bandettini et al., 1997), although the extent to which this activation
interferes with the detection of responses in other auditory regions has not yet been
precisely determined.

A concern is that the scanner noise may raise baseline BOLD signal to varying de-
grees in auditory (and perhaps other) areas, thus decreasing the dynamic range avail-
able for stimulus-induced contrasts (Zatorre & Binder, 2000). A reasonable solution
to this problem takes advantage of the fact that the BOLD signal response (which is
dependent primarily on vascular events), resulting from a brief neural activation, typi-
cally reaches a peak within 5 or 6 sec and returns to baseline within 10–15 sec after the
neural event (Buckner et al., 1996). To avoid imaging these BOLD responses arising
from scanner noise stimulation thus requires separation of the image acquisitions in
time by at least 10–15 sec. For multislice acquisitions, this means that all slice loca-
tions must be imaged quickly during the early portion of each repetition time (TR)
interval, followed by a much longer interval (10–15 sec) until the next acquisition
(Zatorre & Binder, 2000), in contrast to the conventional approach, in which image
acquisitions at the selected slice locations are spaced evenly throughout the TR inter-
val. Provided that these clustered image acquisitions are sufficiently separated in time,
the resulting BOLD signals should reflect only the activation from experimental stim-
uli presented during the interval between acquisitions. A relative drawback of this
method is that considerably fewer images are acquired in a given unit of time (because
of the much longer TR), necessitating longer scanning sessions to obtain comparable
statistical power.

A second issue regarding interpretation of fMRI language studies is the problem of
artifactual signal loss in certain brain regions on T2*-weighted (particularly echo-
Coronal sections (stereotaxic 𝛾 axis coordinates in upper left of section) illustrating areas of relative signal loss during echoplanar imaging (EPI). Single-shot EPI data (TE = 40 ms) were acquired at 1.5 T at 19 contiguous sagittal slice locations, with in-plane dimensions of 3.75 mm × 3.75 mm and slice thickness = 7 mm. Averaged, thresholded EPI data from 12 subjects are superimposed on averaged brain anatomy images. EPI signals are greatest in the ventricles and brain parenchyma (not shown). Colored lines represent iso-intensity contours at 30% (red), 20% (yellow), and 10% (blue) of maximum average signal. Regions of significant signal loss (<20% of maximum) occur particularly in posteromedial orbital frontal cortex and anteromedial temporal pole (y = +30 to 0), with a smaller region in mid-ventrolateral temporal cortex (y = −30 to −50). Contrary to common belief, the hippocampus is relatively unaffected. (See color plate 9.)

planar) images. As shown in figure 7.4 (and color plate 9) the problem is most evident in the posteromedial orbital frontal and medial anterior temporal regions (perhaps because of proximity to the nasal cavity and sphenoidal sinuses) and the midportion of the ventrolateral temporal lobe (perhaps because of proximity to the middle ear cavity and auditory canal). It is generally believed that natural air-tissue interfaces in these regions cause small, local distortions of the magnetic field. These distortions produce small, intravoxel field gradients that greatly reduce MR signal as a result of intravoxel spin dephasing (the macroscopic susceptibility or T2* effect). Because signal loss is proportional to the magnitude of this intravoxel gradient, the problem is worse at higher field strengths, when using larger voxels, and when the longest voxel
diameter happens to be oriented along the gradient. Loss of baseline signal probably reduces sensitivity to activation-induced BOLD signal changes in these areas, although this putative reduction in sensitivity has not yet been demonstrated or quantified. Several research teams have developed techniques for recovering signal in these areas by applying information about the intravoxel gradients (Kadah & Hu, 1997; Yang et al., 1998). Thus, although a practical solution to the problem appears imminent, this may involve collection of additional data at each time point, with resulting trade-offs in temporal resolution.

Finally, as mentioned above, fMRI is very sensitive to whole-head and soft tissue motion. Even relatively small movements can significantly alter the composition of small voxels situated at tissue boundaries (e.g., gray matter/white matter junction or brain edge), thereby causing signal changes unrelated to blood flow, or may produce signal changes by altering the magnetic field itself (Birn et al., 1998). This problem can affect interpretation of fMRI data in three ways. First, as already mentioned, motion may be correlated for various reasons with changes in activation state, resulting in false positive “activation” at structural boundaries or in areas affected by magnetic field disturbances (Birn et al., 1999; Hajnal et al., 1994). Second, even very small head movements between successive scans may cause previously active voxels to appear inactive or less active, or previously inactive voxels to become active. This fact renders problematic any experimental design in which task conditions are not interleaved in time within subjects or order effects are not reduced by counterbalancing across subjects. Finally, random motion adds noise to the data, potentially causing false negative results and contributing to within-subject, intersubject, and between-center variability of activation patterns. This last problem is one of a number of phenomena that may variably affect signal-to-noise ratio in fMRI studies; other such variables include coil sensitivity, scanner stability, magnetic field homogeneity (“shim”), voxel size, field strength, and subject characteristics. Similar variability of hardware operating characteristics and data acquisition methods exists for PET studies, and probably explains some of the variability of results observed across different centers (Poline et al., 1996).

Several unique characteristics of fMRI suggest other potentially useful avenues of research. Temporal properties (latency, rise time, time to peak, etc.) of the hemodynamic BOLD response can be determined to a high degree of precision using high-resolution sampling in time and averaging over multiple trials (Buckner et al., 1996; De Yoe et al., 1992). Although the hemodynamic response is considerably slower (e.g., latency of 1–2 sec) than neural responses in primary and association sensory cortices, this technique may prove useful for discriminating different brain regions activated sequentially during complex, multicomponent cognitive tasks that evolve over several seconds (Cohen et al., 1997). fMRI is ideally suited to averaging of
responses arising from relatively brief periods of neural activation, such as single sensory stimulations or single trials of a cognitive task (Buckner et al., 1996). This capability allows investigators to mix different kinds of trials during scanning and later analyze the brain responses according to a factor of interest (e.g., target vs. distractor stimuli, correct vs. incorrect responses, presence or absence of a stimulus feature). The significant methodological advantage of this technique is that trials of a given type need not be grouped in time (as is necessary in PET); hence otherwise identical task conditions and instructional sets can be held constant while the factor of interest is manipulated.

FUNCTIONAL NEUROIMAGING OF LANGUAGE

In the following sections we present a brief overview of some of the published PET and fMRI studies performed in speech and language processing. Although a complete survey is beyond the scope of this chapter, an attempt will be made to illustrate several notable areas of developing consensus and continued controversy. Because PET and fMRI data reflect relative changes in brain activity, it is of utmost importance to consider the characteristics of both activation and control states—that is, the nature of the task contrast—when attempting to make sense of this vast literature. For this reason, studies with similar task contrasts are presented together. Where possible, the data are interpreted in the context of functional localization models based on lesion-deficit correlation studies.

Spoken Speech Perception

Activation by Speech Sounds  Recognition that the superior temporal region plays a critical role in speech processing dates at least to the studies of Wernicke (1874), who observed patients with language comprehension deficits resulting from left temporoparietal lesions that included the STG. Because his patients had deficits involving both spoken and written material, Wernicke hypothesized that the left STG contains not only neural representations of sounds but also the “sound images” of words, which he felt were critical for recognition of both spoken and written linguistic tokens. Although the functional and anatomical definitions of “Wernicke’s area” have never been fully agreed upon, the association of word “comprehension” (variously envisioned as encompassing phonemic, lexical, and semantic representations) with the left STG has been a prevalent theme in neuroanatomical models of language organization (Bogen & Bogen, 1976; Geschwind, 1971; Lichtheim, 1885; Mesulam, 1990). Particular interest has focused in the last several decades on the posterior left STG and its posterior dorsal surface, or planum temporale (PT). This region shows
interhemispheric morphological and cytoarchitectural asymmetries that roughly parallel language lateralization, suggesting that it plays a key role in language function (Foundas et al., 1994; Galaburda et al., 1978; Geschwind & Levitsky, 1968; Steinmetz et al., 1991).

Consistent with this model of STG function, PET and fMRI studies reliably demonstrate activation of the STG when subjects are presented with speech sounds in contrast to no sounds (Binder, Rao, Hammeke, et al., 1994; Dhankhar et al., 1997; Fiez, Raichle, et al., 1995, 1996; Hirano et al., 1997; Howard et al., 1992; Jäncke et al., 1998; Mazoyer et al., 1993; O’Leary et al., 1996; Price, Wise, Warburton, et al., 1996; Warburton et al., 1996; Wise et al., 1991). Stimuli used in these experiments included syllables, single words, pseudo words, foreign words, and sentences. Activated areas included Heschl’s gyrus (HG), the PT, the dorsal STG anterior to HG (planum polare and dorsal temporal pole), the lateral STG, and the superior temporal sulcus (STS). The extent to which this activation spreads ventrally into the middle temporal gyrus (MTG) or dorsally into the inferior parietal lobe is not yet clear.

Other aspects of these data are less consistent with a specifically linguistic role for the STG. For example, although language functions are believed, on the basis of lesion studies, to be strongly lateralized to the left hemisphere in most people, STG activation by speech sounds occurs bilaterally. While some investigators have observed relatively small degrees of leftward asymmetry in such studies (Binder, Rao, Hammeke, et al., 1994; Mazoyer et al., 1993), most others have not (Fiez, Raichle, et al., 1996; Hirano et al., 1997; Howard et al., 1992; Jäncke et al., 1998; O’Leary et al., 1996; Warburton et al., 1996; Wise et al., 1991). Although most of the studies have involved only passive listening, performance of language tasks requiring semantic categorization or target detection does not alter this activation symmetry (Fiez et al., 1995; Grady et al., 1997; Wise et al., 1991). Also somewhat problematic is that STG activation by speech sounds is very sensitive to the number of sounds presented per unit of time (Binder, Rao, Hammeke, Frost, et al., 1994; Dhankhar et al., 1997; Price et al., 1992; Price, Wise, Warburton, et al., 1996; Wise et al., 1991), and generally does not occur during silent language tasks involving purely visual stimulation (Howard et al., 1992; Petersen et al., 1988; Price et al., 1994; Rumsey et al., 1997). These findings suggest that much of the activation observed in the STG during auditory presentation of words may arise from processing the complex auditory information present in speech stimuli rather than from activation of linguistic (phonemic, lexical, or semantic) representations.

Speech Sounds Contrasted with Nonspeech Sounds

While in the neurological literature the left STG has been associated with language processes, evidence from other sources points to a primarily auditory sensory function for this region. HG and PT
are well established as the primary cortical projection areas for the ascending auditory pathway (Flechsig, 1908; Jones & Burton, 1976; Merzenich & Brugge, 1973; Mesulam & Pandya, 1973; von Economo & Horn, 1930). These primary sensory regions in turn provide the major input to surrounding cortical regions in lateral and anterior STG (Galaburda & Pandya, 1983; Hackett et al., 1998; Morel et al., 1993; Morel & Kaas, 1992). Electrophysiological recordings in monkeys (Baylis et al., 1987; Leinonen et al., 1980; Rauschecker et al., 1997) and in humans (Celesia, 1976; Creutzfeldt et al., 1989) also corroborate the idea that most of the STG consists of unimodal auditory association cortex (Mesulam, 1985). Even the neurological literature provides little support for a higher language center in the STG. Lesions confined to this area (and not involving neighboring MTG or inferior parietal areas) do not appear to cause multimodal language comprehension disturbances, but rather an auditory speech perceptual deficit known as “pure word deafness,” in which lexical, semantic, orthographic, phonologic, and syntactic knowledge is intact (Barrett, 1910; Henschen, 1918–1919; Tanaka et al., 1987). In almost all of these cases the lesions were bilateral (Buchman et al., 1986), suggesting that the speech perceptual processes damaged by the lesion can be carried out successfully by either STG alone.

In view of this evidence, an important issue is whether STG activation resulting from speech sounds reflects processing of the acoustic content (i.e., physical features such as frequency and amplitude information) or the linguistic content (phonemic, lexical, and semantic associations) of the stimuli. This problem was addressed in several functional imaging studies comparing activation with words or speech syllables to activation with simpler, nonspeech sounds like noise and pure tones. These studies included both passive listening and active target detection tasks. The consistent finding from these PET and fMRI studies is that speech and nonspeech sounds produce roughly equivalent activation of the dorsal STG, including the PT, in both hemispheres (Binder et al., 1996, 1997; Démonet et al., 1992; Zatorre et al., 1992). In contrast, more ventral areas of the STG within and surrounding the superior temporal sulcus (STS) are preferentially activated by speech sounds (figure 7.5 and color plate 10). Activation in this STS area, although bilateral, appears to be more left-lateralized than is the general STG activation observed in the speech-vs.-silence comparisons (Binder et al., 1997; Démonet et al., 1992; Zatorre et al., 1992).

There are, however, several possible interpretations of this differential STS activation. Because the stimuli used in the contrasting conditions differ in terms of both acoustic complexity and phoneme content, the resulting STS activation could represent early auditory, phoneme recognition, or word recognition processes. The fact that the STS response occurs with both word and nonword stimuli suggests a closer relationship to phonemic than to lexical-semantic processes. STS cortex receives
significant auditory input but is relatively distant from the primary auditory fields. These characteristics suggest that it may be involved in processing more specific and complex representations of auditory sensory information, as would be involved in phoneme recognition. Several other pieces of evidence, however, further complicate interpretation.

The STS in monkeys contains polymodal areas that receive visual and somatosensory as well as auditory projections (Baylis et al., 1987; Desimone & Gross, 1979; Hikosawa et al., 1988; Seltzer & Pandya, 1994), suggesting the possibility of a multimodal, integrative role for this region. Several studies using visual stimuli provide additional insights into this possibility. Calvert et al. (1997) studied brain areas involved in lip-reading. In the lip-reading condition, subjects watched a video of a face silently mouthing numbers and were asked to silently repeat the numbers to themselves. In the control condition a static face was presented, and subjects were asked to silently repeat the number “one” to themselves. The moving face condition produced activation in widespread extrastriate regions, but also in the vicinity of the STS bilaterally. The authors concluded that these areas, which were also activated by listening to speech, may be sites where polymodal integration of auditory and visual information occurs during speech perception, as demonstrated behaviorally by the McGurk effect (McGurk & MacDonald, 1976). Several investigators also found STS activation when subjects silently read printed words or pseudo words in comparison to reading meaningless letter strings or nonsense characters (Bavelier et al., 1997;
Howard et al., 1992; Indefrey et al., 1997; Price, Wise, & Frackowiak, 1996; Small et al., 1996). These activations were generally stronger in the left than the right STS and were more prominent in the posterior half of the sulcus. This STS activity might conceivably relate to activation of phoneme representations associated with the printed stimuli. Taken together, these data suggest that cortical areas in the STS receive inputs from both auditory and visual sensory cortices, and thus may be important sites for polymodal integrative functions such as those that underlie phoneme recognition and grapheme-to-phoneme translation.

**Words Contrasted with Nonword Speech and Other Complex Sounds**  One method of further examining these issues is to compare auditory stimuli that differ in linguistic content but are closely matched in terms of physical features. Several research groups, for example, compared activation with single words to activation with nonwords, nonword syllables, or reversed speech sounds that were acoustically matched to the single-word stimuli (Binder et al., 1999; Binder, Rao, Hammeke, et al., 1994; Dehaene et al., 1997; Démonet et al., 1992, 1994a; Hirano et al., 1997; Howard et al., 1992; Mazoyer et al., 1993; Müller et al., 1997; Perani et al., 1996; Price, Wise, Warburton, et al., 1996; Wise et al., 1991). By controlling for acoustic information processing, these comparisons should identify brain regions involved in processing nonphysical, linguistic representations associated with the word stimuli (i.e., lexical, semantic, and syntactic knowledge). In most of these comparisons, there was no difference in STG or STS activation between real words and these other sounds (Binder et al., 1999; Binder, Rao, Hammeke, et al., 1994; Démonet et al., 1992, 1994a; Hirano et al., 1997; Mazoyer et al., 1993; Perani et al., 1996; Wise et al., 1991). In contrast to these generally negative findings in the STG and STS, differences between words and nonwords have been observed in other neighboring regions, including the temporal poles (Brodmann area 38) (Mazoyer et al., 1993; Perani et al., 1996; Price, Wise, Warburton, et al., 1996), the MTG (Perani et al., 1996; Price, Wise, Warburton, et al., 1996), inferior temporal or fusiform gyrus (Démonet et al., 1992; Price, Wise, Warburton, et al., 1996), and angular gyrus (Binder et al., 1999; Démonet et al., 1992; Perani et al., 1996) (figure 7.6 and color plate 11). Howard et al. (1992) described an activation focus associated with word-level processing lying near the junction of superior and middle temporal gyri (i.e., in the STS), but a reanalysis of these data by Price, Wise, Warburton, et al. (1996) produced four foci, all of which were in the middle or inferior temporal gyri.

Interpretation of these word-specific activations is not yet entirely clear. Because the activation and control conditions in these studies differed in terms of the linguistic associations of the stimuli, the most straightforward interpretation is that the
additional activation reflects processing of these linguistic associations. On the other hand, meaningful stimuli are likely to engage subjects’ attention more effectively, which could in itself alter activation levels. Several studies have demonstrated that auditory cortex activation is modulated by attention to the stimuli (Grady et al., 1997; O’Leary et al., 1996; Pugh et al., 1996). This factor may be particularly important when a passive listening procedure is used that permits such variation in attention, but use of an active task may not necessarily solve this problem. In one task commonly employed in these studies, for example, subjects are required to repeat words they hear (e.g., say “house” after hearing “house”) but need recite only a single, prelearned word in response to all nonword stimuli (e.g., say “crime” to any reversed-speech stimulus) (Howard et al., 1992; Price, Wise, Warburton, et al., 1996). In this task, then, the response in the word condition depends on perception of the stimulus, but this is not true of the nonword condition. This difference could lead to differences in attentional state and in the degree of top-down attentional influence exerted on speech perceptual mechanisms.

Despite this ambiguity of interpretation, the consistent findings are (1) STG/STS activation does not differ for meaningful and meaningless speech sounds, and (2) nearby temporal and parietotemporal regions do show a dependence on stimulus meaning. These findings make it unlikely that the STG or STS plays a prominent role in processing lexical-semantic or syntactic information.
The model of temporal lobe speech processing that emerges from these data is based on a primarily dorsal-to-ventral hierarchical organization and includes at least three relatively distinct processing stages. In accord with anatomical and neurophysiological studies of the auditory cortex, the earliest stage comprises sensory processors located in primary and belt auditory regions on the superior temporal plane, including the PT, that respond to relatively simple aspects of auditory signals (Galaburda & Pandya, 1983; Mendelson & Cynader, 1985; Merzenich & Brugge, 1973; Morel et al., 1993; Phillips & Irvine, 1981; Rauschecker et al., 1997). Further ventrally, on the lateral surface of the STG and within the STS, are areas that appear to respond to more complex auditory phenomena, such as the frequency and amplitude modulations and spectral energy peaks that characterize speech sounds. This region might also conceivably be involved in encoding combinations of such temporal and spectral features as recognizable “forms” for phonetic perception, and in accessing stored phoneme representations to assist in this process. These representations might also be accessed during derivation of phonology from graphemic stimuli. Still further ventrally, beyond the STS, are large cortical regions that appear to process lexical and semantic (i.e., nonphysical) information associated with stimuli.

This model thus differs from the traditional view in placing much less emphasis on the STG and PT as “language centers.” While these regions undoubtedly play a critical role in auditory perception, information processing of a specifically linguistic nature appears to depend primarily on cortical areas outside the STG. This model is in good agreement with lesion data, which suggest primarily auditory or phonemic perceptual deficits following isolated STG and STS injury (Barrett, 1910; Buchman et al., 1986; Henschen, 1918–1919; Tanaka et al., 1987), and naming and semantic deficits from temporal and parietal lesions located outside the STG (Alexander et al., 1989; H. Damasio et al., 1996; Henschen, 1920–1922; Warrington & Shallice, 1984). A large number of other PET and fMRI studies also demonstrate participation of these ventral temporal and inferior parietal regions in lexical-semantic processing (Bavelier et al., 1997; Binder et al., 1997, 1999; Bookheimer et al., 1995; Bottini et al., 1994; H. Damasio et al., 1996; Fiez, Raichle, et al., 1996; Frith et al., 1991a; Martin et al., 1996; Price, Moore, Humphreys, et al., 1996; Price et al., 1994; Price, Wise, & Frackowiak, 1996; Raichle et al., 1994; Smith et al., 1996; Vandenbergh et al., 1996; Warburton et al., 1996), as detailed in the section “Semantic Processing,” below.

Visual Character Perception

Perceptual processing of written symbols has been studied using unfamiliar, letterlike characters (“false font”), single letters, unpronounceable letter strings, pronounceable pseudo words, words, and sentences. In contrast to the situation in the auditory sys-
tem, the primary sensory and immediately adjacent association areas in the visual system have not traditionally been associated with language functions. Consequently, although the calcarine cortex and adjacent medial occipital extrastriate regions are activated by printed word stimuli in contrast to no visual stimuli, this activation has been interpreted as representing early visual information processing (Howard et al., 1992; Indefrey et al., 1997; Petersen et al., 1988; Price et al., 1994). Supporting this view is the observation that, in general, these visual areas are not differentially activated by words or pseudo words compared to other, less orthographically familiar character strings (Howard et al., 1992; Indefrey et al., 1997; Price et al., 1994). Using fMRI during presentation of pseudo words and false font strings, Indefrey et al. (1997) demonstrated that activation in medial occipital cortex—including calcarine sulcus, lingual gyrus, cuneus, and posterior fusiform gyrus—is strongly dependent on string length, but not on orthographic properties of stimuli.

Many imaging studies of word reading employed tasks in which subjects read stimuli aloud, thus activating both speech articulation and auditory perceptual processes in addition to visual letter and word processors (Bookheimer et al., 1995; Fiez & Petersen, 1998; Petersen et al., 1989; Rumsey et al., 1997). The following sections focus on studies incorporating controls for these sensory and motor processes, in which the aim was to isolate processing of graphemic, orthographic, and phonological knowledge associated with print stimuli.

**Letters Contrasted with Other Visual Stimuli** Using fMRI, Puce et al. (1996) observed a lateral extrastriate visual region that showed preferential responses to letter strings. The letter stimuli, which consisted of unpronounceable consonant strings, were contrasted with faces and visual textures during a passive viewing paradigm. Images provided by Puce et al. suggest a locus for this letter-processing area in the posterolateral fusiform or inferior occipital gyrus. This letter-specific activation was strongly left-lateralized. Foci showing stronger responses to face and texture stimuli were also observed; these were medial to the letter focus and more bilateral. Unpronounceable letter strings have few or no semantic, lexical, or phonological associations. The focus observed by Puce et al. may thus represent a region specialized for processing purely visual features of letters. Whether these processes involve only visual features or also include grapheme-level representations could be investigated using contrasts between familiar letters and nonsense characters containing similar features. Studies incorporating such contrasts have yielded no clear consensus, with some showing activation differences in this region between letter strings and “false font” (Price, Wise, & Frackowiak, 1996; Pugh et al., 1996b) and others showing no differences (Howard et al., 1992; Indefrey et al., 1997; Petersen et al., 1990; Small et al., 1996).
Pronounceable Contrasted with Unpronounceable Letter Strings  Other brain regions have shown greater activation by orthographically familiar stimuli compared to non-orthographic strings, although some controversy persists concerning the location of these regions. Using PET, Petersen et al. (1990) measured activation during visual presentation of words (BOARD), pseudo words (TWEAL), unpronounceable consonant strings (NLPFZ), and false font. Both words and pseudo words produced activation in a left ventromedial extrastriate region located in approximately the posterior lingual gyrus or lingual-fusiform border (average Talairach & Tournoux [1988] x, y, z coordinates: 
\[-23, -68, +3\]), whereas false font and consonant strings did not activate this region.

Many subsequent similar comparisons, however, have not shown differential activation in this region by orthographic vs. nonorthographic stimuli (Howard et al., 1992; Indefrey et al., 1997; Price et al., 1994; Price, Wise, & Frackowiak, 1996). Herbster et al. (1994) reported activation of the left fusiform gyrus by words contrasted to consonant strings, but this differential activation did not occur using pronounceable pseudo words. The foci reported by Herbster et al. (average x, y, z coordinates: 
\[-37, -40, -24\]) were several centimeters anterior and inferior to the foci observed by Petersen et al. (1990). Although most of these studies used longer stimulus exposure durations than were used by Petersen et al., the failure by Price et al. (1994) to find differential activation in this region, using either long or short stimulus durations, suggests that this variable alone does not explain the discrepancy. The suggestion by Indefrey et al. (1997) that string length effects account for the differences observed by Petersen et al. also does not seem plausible in view of the fact that string length was matched across conditions in the Petersen et al. study.

Although the weight of this evidence suggests that medial occipital cortex is insensitive to the presence or absence of orthographic information, both PET and fMRI studies have demonstrated activation of the STS or neighboring posterior MTG in comparisons between orthographic and nonorthographic stimuli (Bavelier et al., 1997; Herbster et al., 1997; Howard et al., 1992; Indefrey et al., 1997; Price et al., 1994; Price, Wise, & Frackowiak, 1996; Small et al., 1996) (figure 7.7 and color plate 12). In most studies this activation was bilateral, but was always stronger and more extensive in the left hemisphere. STS activation in these studies was generally greatest in, or in some cases restricted to, the posterior aspect of the sulcus (Howard et al., 1992; Indefrey et al., 1997; Price et al., 1994; Small et al., 1996). This convergence of results is all the more striking given that the overt tasks used in these studies varied considerably, including passive viewing (Indefrey et al., 1997; Price et al., 1994), memorization for later recognition testing (Bavelier et al., 1997), reading aloud or saying a designated word repeatedly (Herbster et al., 1997; Howard et al., 1992;
Small et al., 1996), and nonlinguistic target detection (Price, Wise, & Frackowiak, 1996).

This STS activation could have several possible interpretations. As suggested by Petersen et al. (1990) for the left medial extrastriate activation, STS activation could reflect processing of visual word forms. This hypothesis is less plausible for the STS, a region in which lesions are more likely to produce phoneme processing deficits than specific reading impairments. Alternatively, STS activation in these studies might reflect activation of phonological information and/or phoneme representations associated with the pronounceable stimuli. This interpretation is in general agreement with the model of speech sound processing presented in the section “Spoken Speech Perception,” and with the occurrence of speech sound-processing deficits following isolated STG/STS lesions (Barrett, 1910; Buchman et al., 1986; Henschen, 1918–1919; Tanaka et al., 1987). Severe reading disturbances may not occur in such cases because access to phonological information, although helpful and routine in the intact state (Van Orden, 1987), might not be crucial for reading comprehension or reading aloud (Beavois & Derouesne, 1979; Plaut et al., 1996). Damage to phoneme processors might also explain the frequent observation that patients with STG/STS lesions produce phonemic paraphasic errors in reading aloud and speaking, at least in the early period after occurrence of the lesion. A third possibility is that differential STS activation reflects processing of lexical or semantic information associated with the

Figure 7.7
Left hemisphere foci of activation by orthographic greater than nonorthographic character strings. Magenta (Howard et al., 1992), red (Small et al., 1996), and green (Herbster et al., 1997) = reading words-saying same word to false font; yellow = passive words FALSE font (Price et al., 1994); blue = pseudo words-letters during a visual feature detection task (Price, Wise, & Frackowiak, 1996); cyan = words-letters, or words FALSE font, during a visual feature detection task (Price, Wise, & Frackowiak, 1996). (See color plate 12.)
orthographic stimuli. Although the effect is observed with (supposedly meaningless) pseudo words as well as with words, there exists both behavioral evidence and theoretical support for the idea that pseudo word processing engages lexical (and thus, to some extent at least, semantic) representations (Baron, 1973; Glushko, 1979; McClelland & Rumelhart, 1981). This last interpretation seems less likely, however, given that the STS appears to be equally activated by meaningful and meaningless speech sounds (see the section “Spoken Speech Perception,” above), and that other temporal and parietal regions have been more firmly implicated in lexical and semantic processing (see the section “Semantic Processing,” below).

Frontal Lobe Activation by Orthographic Stimuli  Contrasts between orthographic and nonorthographic stimuli also occasionally result in left-lateralized frontal lobe activations despite controls for speech production and other motor requirements. Frontal activations have been observed particularly in the IFG (Bavelier et al., 1997; Herbster et al., 1997; Price et al., 1994; Price, Wise, & Frackowiak, 1996), inferior premotor cortex (Bavelier et al., 1997; Price, Wise, & Frackowiak, 1996), and mid-anterior cingulate gyrus (Herbster et al., 1997; Howard et al., 1992). In a PET study, Herbster et al. (1997) observed a dependence of left inferior frontal activation on spelling-to-sound regularity and lexicality. These investigators reported left IFG activation during reading aloud of midfrequency (average 28/million) irregular words (DEBT) and pseudo words but not of midfrequency (average 52/million) regular words (KITE).

Two other reading studies, in which reading aloud was contrasted with visual fixation, also resulted in regularity and lexicality effects in the inferior frontal region, although the findings were not entirely consistent. Like Herbster et al., Fiez and Petersen (1998) observed inferior frontal activation during reading of irregular low-frequency words and pseudo words, but not of regular words. Rumsey et al. (1997) found inferior frontal activation during reading of low-frequency irregular words but not of pseudo words. The activation peaks associated with pseudo-word and irregular-word reading in these studies were all in left anterior insula or neighboring left posterior frontal operculum, suggesting that this region may have a functional role distinct from other regions of the IFG (Fiez & Petersen, 1998). The absence of frontal activation by regular words in these studies is somewhat at odds with a number of studies that have shown such activation during word reading aloud or silently (Bavelier et al., 1997; Bookheimer et al., 1995; Petersen et al., 1990; Price et al., 1994; Price, Wise, & Frackowiak, 1996), although it could be argued that frontal activation in these studies may have been due to inclusion of irregular words among the stimuli. Activation in these other studies mainly occurred more dorsally and rostrally, in the inferior frontal sulcus and middle frontal gyrus (Bavelier et al., 1997; Petersen et al.,
1990; Price et al., 1994; Price, Wise, & Frackowiak, 1996), but also in the IFG (Bavelier et al., 1997; Bookheimer et al., 1995).

Stronger activation in the left anterior insula and frontal operculum by irregular words and pseudo words has been interpreted as indicating a specific role for this region in processing sublexical phonological knowledge (Fiez & Petersen, 1998; Herbster et al., 1997), based on interpretations of both dual-route and connectionist models of orthographic-to-phonologic translation (Humphreys & Evett, 1985; Seidenberg & McClelland, 1989). Greater activation by pseudo words is taken to reflect slower, less-efficient processing because of weaker tuning of the network to unfamiliar letter combinations (connectionist model) or greater dependence on sublexical assembly (dual-route model). Greater activation by irregular words is taken as evidence for additional sublexical phonological processing that must occur because of conflict between sublexical and lexical information (dual-route model) or statistical uncertainty resulting from a relatively small phonological neighborhood (connectionist model).

Although this connectionist account fits well with the frequency-by-regularity interaction observed on behavioral measures of low-frequency word recognition (Seidenberg et al., 1984), this account probably does not explain as well the large differences observed by Herbster et al. (1997) between regular and irregular medium-frequency words, since both of these categories would be expected to have fairly equivalent magnitude and time course of activation in phonological and hidden-unit layers of current connectionist models (Seidenberg & McClelland, 1989). Finally, because of the sublexical-lexical conflict envisioned by the dual-route model, this model could also be understood as predicting less activation of the assembled phonology pathway during irregular word processing, simply because inhibition of this pathway would be advantageous to performance. This last point raises yet another alternative interpretation of the regularity effect associated with left frontal opercular/insular activation: this region may play a higher, process-control role by selective enhancement vs. inhibition of phonological vs. orthographic inputs (connectionist model) or lexical vs. assembled routes (dual-route model) during irregular word processing, rather than a specific role in sublexical representation per se.

**Phonological Tasks**

“Phonological processing” refers to operations that involve the perception or production of speech sounds (phonemes). In the context of most speech tasks, phonological processing occurs effortlessly and without awareness. This is the case for both speech perception, when the phonemic content of heard speech is extracted from the acoustic input (see the section “Spoken Speech Perception”), and phonemic pro-
duction, when the phonology associated with visually presented stimuli is generated (see the section “Visual Character Perception”). Once phonological content has been extracted, lexical and semantic processing can also proceed automatically and without awareness. The implication is that tasks involving phonological associations will also evoke lexical and semantic associations. This poses a problem for neuroimaging studies that are concerned with the localization of phonological perception or production. The difficulty rests in designing activation tasks that are purely phonological or reference tasks that engage lexical-semantic but not phonological processing.

To isolate the brain regions associated with phonological processing from those specialized for lexical-semantic processing, psychological tasks have been designed that focus attention on a particular characteristic of the stimulus. For example, Démonet et al. (1992, 1994a, 1994b) used tasks that required subjects to make an overt decision on the phonemic content of heard nonwords (e.g., detecting the presence of /d/ and /b/ in the nonword “redozabu”) or the semantic content of real words. These tasks differentially weight phonemic and lexical-semantic processes, respectively, but in addition they require attention-demanding verbal strategies. For instance, one strategy for deciding whether the target sounds /d/ and /b/ are present in a heard nonword would entail (1) holding the target sounds in memory throughout the task, (2) attending to the auditory input, (3) featural analysis of the acoustic structure, (4) phonemic segmentation of sequential components (e.g., /l/ /z/ /d/ /l/ /o/ /d/ /a/ /b/ /u/), (5) holding the content and order of these components in short-term memory, (6) deciding whether the target phonemes are present, and (7) making a response. This might not be an exclusive strategy, and some subjects may adopt a different approach. One suggestion made by Démonet et al. (1994b), for example, is that the task can be performed by visualizing a graphemic representation of the stimuli. The point is that once an experiment introduces a task that requires an attention-demanding strategy, many psychological components will be called into play that do not necessarily relate to the speech perceptual processes that the experiment aims to isolate.

Such attention-demanding phonological strategies may vary slightly from subject to subject. They are also difficult to equate in the reference task. For instance, semantic decisions (e.g., deciding if a word is “positive” or denotes something “smaller than a chicken”) require some but not all of the processes required for phonological decisions. Those in common include (1) memory for the targets, (2) attention to the auditory input, (3) featural analysis of the acoustic structure, (4) a decision on the presence of the target combination, and (5) a response. Differences between tasks include (1) the nature of the targets to be held in memory (sounds versus concepts), (2) the familiarity of the attended stimuli, (3) the type of attribute to be extracted (semantic versus phonological information), (4) the need to segment the stimulus into
a sequence of components, (5) the demands placed on short-term memory (a sequence of segments for nonwords versus one familiar word), and (6) the demands placed on attention. In summary, attention-demanding phonological tasks differentially engage a number of distinct processes that are not directly related to the perception and production of speech sounds. If we are concerned with differences that can be attributed purely to such phonological processes, then we need to understand which activations are related to verbal short-term memory, phonological segmentation, and attention.

**Inferior Frontal Activations** Below, we consider the role of the brain regions required for performing phonological awareness tasks (e.g., (Démonet et al., 1992, 1994a, 1994b; Fiez et al., 1995; Paulesu et al., 1993; Rumsey et al., 1997; Zatorre et al., 1992, 1996)). In each study, the active task required subjects to detect a phoneme or syllable target, and activation in the vicinity of the posterior left IFG (Broca’s area) was recorded. The location of these activations varies, however, depending on the control task. Relative to simple visual fixation, Fiez et al. (1995) report activation in the frontal operculum (near Brodmann area 45 and the anterior insula) for the detection of target words, syllables, and tone sequences, but not for the detection of steady-state vowels. These findings suggest that the frontal operculum is concerned with the analysis of rapid temporal changes in the acoustic structure that are not present in steady-state vowels. However, in another experiment, activation of the left frontal operculum was also observed during detection of “long vowels” in visually presented words, precluding an explanation based solely on the analysis of acoustic input. An alternative hypothesis discussed by Fiez et al. (1995) is that this area relates to high-level articulatory coding, which may be required for phonemic discrimination tasks.

In the studies by Zatorre et al. (1992, 1996), phoneme discrimination on words or speech syllables was contrasted with passive listening to the same stimuli. Activation was not detected in the left frontal operculum but in a more posterior and dorsal region of the IFG, on the border with premotor cortex (BA 44/6). The authors argue that this region is concerned with phonemic segmentation because it was active for phoneme discrimination but not for pitch discrimination, a task that involves similar acoustic input, demands on memory, attention, decision making, and response execution. Démonet et al. also report activation in this posterior dorsal region of the IFG when phoneme detection on nonwords is contrasted to either pitch detection on tone sequences (1992) or semantic decisions on real words (1994a). However, a follow-up study by Démonet et al. (1994b) found that activation of BA 44/6 was observed only for the detection of two sequential phonemes /d/ and /b/ embedded in perceptually ambiguous stimuli. This region was less involved when perceptual ambiguity was reduced, and showed no activation (relative to pitch discrimination on tones) when the target was only one phoneme, even when the distracters were made perceptually
ambiguous by using similar phonemes (e.g., /p/). Thus, activity in this posterior dor-
sal region of the IFG was maximum when the task involved sequential processing in
a perceptually ambiguous context. Démonet et al. interpret this activity as sensori-
motor transcoding of the phonemic stimuli, presumably used by subjects to rehearse
and check the targets in the phonemic string. This explanation was derived from a
study by Paulesu et al. (1993), who attributed activation of approximately the same
region of Broca’s area to “articulatory rehearsal” required for rhyming and verbal
short-term memory tasks on single letters (but not for visual matching on unfamiliar
Korean letters that do not have associated phonology).

In summary, there appear to be two distinct regions of the inferior frontal cortex
that are involved in phoneme processing: the left frontal operculum (around the ante-
rior insula and BA 45) and a more posterior dorsal region near the IFG/premotor
boundary (BA 44/6). The left inferior frontal operculum is activated when phoneme
detection tasks are contrasted to fixation. The same region (within the resolution of
the PET scans) is also activated when phonetic judgments are made on visually pre-
sented words and when listening to words passively is contrasted to hearing reversed
words (Price, Wise, Warburton, et al., 1996). Consistent with these findings, the left
frontal operculum was not activated when phonetic judgment tasks were contrasted
to passive listening (Zatorre et al., 1996), suggesting a fundamental role in phonemic
perception. However, such an explanation does not show why activation is not always
detected in the left frontal operculum for passive word listening relative to silence
(Fiez et al., 1995; Price, Wise, Warburton, et al., 1996). One possibility is that during
silent conditions, the left frontal operculum is engaged in inner speech and auditory
verbal imagery (McGuire et al., 1996), thereby subtracting the activation seen when
passive listening is contrasted to reversed words. The more posterior dorsal region of
the inferior frontal cortex (BA 44/6) has been observed for phoneme processing rela-
tive to passive listening (Zatorre et al., 1996), relative to pitch decisions (Démonet et
al., 1992; Zatorre et al., 1996), relative to semantic decisions (Démonet et al., 1994a),
and relative to nonverbal visual tasks (Paulesu et al., 1993). It has also been observed
during verbal short-term memory for a series of letters (Paulesu et al., 1993) and inter-
preted as reflecting inner speech, articulatory rehearsal, and phonetic segmentation.

**Supramarginal Gyrus Activations** Activation in temporoparietal regions during
phoneme detection is less consistently reported. For instance, no temporoparietal
activation was detected by Fiez et al. (1995) when contrasting phoneme detection on
auditory or visual words to fixation. They suggest that temporoparietal activation
might occur only when subjects are not focusing on phonological ambiguities and
when there is a higher proportion of new words to repeated words. In contrast,
Zatorre et al. (1996) found activation of the left dorsal supramarginal gyrus (BA 40/7) for phoneme detection relative to passive listening, and activation of a more ventral region of the supramarginal gyrus (BA 40) was reported by Démonet et al. (1994a) for phoneme detection relative to semantic decision. The same ventral region was also activated during verbal short-term memory for letters relative to letter rhyming (Paulesu et al., 1993). The latter result led Paulesu et al. to suggest that this ventral region in the supramarginal gyrus is related to a short-term verbal store. If this is the case, we would expect the degree of activation to depend on the relative demands placed on verbal short-term storage. For instance, as described above, detecting the presence of a /d/ followed by a /b/ in an unfamiliar nonword requires short-term storage of the nonword while a phonological decision is made. There may be less supramarginal activation when the phonemic target is more easily detected because verbal short-term storage may not be required (e.g., in Fiez et al., 1995, the target was one of a set of five stimuli).

Other results are less consistent with the association of activation in the left supramarginal gyrus with verbal short-term storage. For instance, activation in the left supramarginal gyrus is not observed when phoneme detection on nonwords is contrasted with pitch detection on tone sequences that do not contain verbal material (Démonet et al., 1992, 1994b). Moreover, Binder et al. (1997) reported activation of the supramarginal gyrus bilaterally when pitch detection on tone sequences was contrasted to rest, and Démonet et al. (1994b) observed activation of the ventral supramarginal gyrus bilaterally when pitch detection on tone sequences was contrasted to phoneme processing. This suggests that the left supramarginal gyrus may be involved in nonverbal as well as verbal processes. Other evidence that stands against the association of the left supramarginal gyrus with a verbal short-term memory store comes from studies in which subjects were scanned during a condition that required them to retain (“store”) previously presented words relative to fixation. Fiez, Raife, et al. (1996) failed to activate the supramarginal gyri under these conditions, while Jonides et al. (1998) found significant activation, but only in the right dorsal supramarginal gyrus.

Examination of other studies of short-term memory and phonological tasks suggests several different activation patterns in the supramarginal gyrus. First, as already mentioned, ventral activations occur that are probably distinct from dorsal activations. Second, supramarginal involvement during short-term memory tasks is often reported as bilateral (Jonides et al., 1998; Paulesu et al., 1993), while predominantly left-lateralized, ventral supramarginal activation is reported during phonological detection tasks (Démonet et al., 1994a) and when reading is contrasted to picture naming (Bookheimer et al., 1995; Menard et al., 1996; Moore & Price, 1999;
There is no reason to expect that reading requires short-term verbal storage, but there is a critical difference in the phonological processing required for reading and picture naming. That is, for reading, phonology can be generated sublexically via sequential letter processing, while for picture naming, phonology can be generated only at a lexical level.

Several studies have also demonstrated greater activation of the left supramarginal gyrus for pseudo words relative to real words (Price, Wise, & Frackowiak, 1986; Rumsey et al., 1997). One hypothesis that would account for many of these results is that the left supramarginal gyrus allows phonological information to be associated with nonlexical stimuli through a sublexical assembly process. This model would predict that an impairment in reading unfamiliar pseudo words relative to words, as occurs in the syndrome of phonological dyslexia (Coltheart et al., 1980), should result from damage in the left supramarginal gyrus. This prediction is indeed consistent with data from CT scans (Marin, 1980). However, this model still does not account for activation in this region during pitch discrimination on auditory tones (Binder et al., 1997; Démonet et al., 1994a). Other lesion studies have associated damage to the left supramarginal gyrus with deficits in spelling (Roeltgen & Heilman, 1984) and verbal short-term memory (Vallar & Shallice, 1990).

In summary, a ventral region of the left supramarginal gyrus is involved in some phoneme-processing tasks with both heard words and nonwords. The same region (within the limits of the spatial resolution of PET and fMRI) is also activated for pitch discrimination on tones, for reading visually presented words relative to picture naming, and for reading pseudo words relative to words. Explanations in terms of verbal short-term storage (Paulesu et al., 1993) and orthographic-to-phonological translation (Price, 1998) have been proposed, but neither explanation accounts for all of the available data. Clearly, as in the case of the frontal activations, many further studies are required to clarify these unresolved issues.

**Semantic Processing**

Semantic processes are those concerned with storing, retrieving, and using knowledge about the world, and are a key component of such ubiquitous behaviors as naming, comprehending and formulating language, problem solving, planning, and thinking. A consensus regarding the brain localization of such processes has begun to emerge from functional imaging and aphasia studies. The latter have made it increasingly clear that deficits involving naming and other acts of knowledge retrieval are associated with lesions in a variety of dominant hemisphere temporal and parietal locations (Alexander et al., 1989; H. Damasio et al., 1996; Hart & Gordon, 1990; Hillis & Caramazza, 1991; Warrington & Shallice, 1984). Recent functional imaging studies
provide converging evidence, demonstrating that lexical-semantic processes engage a
number of temporal, parietal, and prefrontal regions encompassing a large extent of
the language-dominant hemisphere. Given the complexity and the sheer amount of
semantic information learned by a typical person—including, for example, all de-
fining characteristics of all conceptual categories and all category exemplars, all rel-
ationships between these entities, and all linguistic representations of these concepts
and relationships—it is not surprising that a large proportion of the brain is devoted
to managing this information.

Semantic tasks employed in functional imaging studies have included picture nam-
ing (Bookheimer et al., 1995; H. Damasio et al., 1996; Martin et al., 1996; Price,
Moore, & Friston, 1996; Smith et al., 1996), semantic category decisions (e.g.,
large/small, concrete/abstract, living/nonliving, domestic/foreign) on single words
(Binder et al., 1995; Demb et al., 1995; Démonet et al., 1992; Kapur et al., 1994;
Petersen et al., 1989; Price, Moore, Humphreys, et al., 1997), semantic relatedness
matching on word or picture pairs (Pugh et al., 1996b; Spitzer et al., 1996; Thomp-
son-Schill et al., 1995; Vandenberghe et al., 1996; Wise et al., 1991), word generation using
semantic relatedness criteria (Fiez, Raichle, et al., 1996; Frith et al., 1991a; Petersen
et al., 1988; Raichle et al., 1994; Shaywitz, Pugh, et al., 1995; Thompson-Schill et al.,
1997; Warburton et al., 1996; Wise et al., 1991), and sentence comprehension (Bottini
et al., 1994; Nichelli et al., 1995). It is still somewhat unclear how differences in cogni-
tive requirements among these semantic tasks affect the resulting activation patterns.
It is generally agreed, however, that word generation and naming tasks introduce
additional requirements for lexical search, selection, and speech output that are not
as prominent in the other tasks (Démonet et al., 1993; Warburton et al., 1996). For
this reason, and to simplify the following discussion, these word production tasks will
be treated separately in the section “Word Production.”

Also complicating matters is the fact that these different tasks have been used in
combination with an array of different control conditions, including resting or pas-
sive stimulation (Wise et al., 1991), perceptual tasks on nonlinguistic stimuli (Binder
et al., 1995; Démonet et al., 1992; Spitzer et al., 1996), perceptual tasks on linguistic
stimuli (Demb et al., 1995; Kapur et al., 1994; Vandenberghe et al., 1996), phonolog-
ical tasks on pseudo words (Binder et al., 1999; Démonet et al., 1992; Gabrieli et al.,
1998; Pugh et al., 1996b), phonological tasks on words (Gabrieli et al., 1998; Price,
Moore, Humphreys, et al., 1997), and lexical decision (Bottini et al., 1994). Given
behavioral and functional imaging evidence for preattentive processing of linguistic
stimuli (see figure 7.1), it is reasonable to expect activation patterns to depend on
whether linguistic or nonlinguistic stimuli are used in the control task. The extent and
the type of preattentive processing that occur may depend further on orthographic,
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<th>FG/PH</th>
<th>AG/TPO</th>
<th>PC</th>
<th>R-CBL</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline = Perceptual Task on Nonlinguistic Stimuli</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Démonet et al. (1992)</td>
<td>+/−</td>
<td>+</td>
<td>−</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>−</td>
<td>na</td>
<td>−</td>
<td></td>
</tr>
<tr>
<td>Binder et al. (1997)</td>
<td>+</td>
<td>+</td>
<td>−</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>L-aTh, Caud</td>
</tr>
<tr>
<td>Baseline = Perceptual Task on Word or Picture Stimuli</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kapur et al. (1994)</td>
<td>+</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>na</td>
<td>−</td>
<td></td>
</tr>
<tr>
<td>Demb et al. (1995)</td>
<td>+</td>
<td>+</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
</tr>
<tr>
<td>Vandenberghe et al. (1996)1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline = Phonological Task on Pseudo Word Stimuli</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Démonet et al. (1992, 1994a)</td>
<td>−</td>
<td>+</td>
<td>−</td>
<td>−</td>
<td>−/*</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>na</td>
<td>R-AG</td>
</tr>
<tr>
<td>Pugh et al. (1996b1)</td>
<td>−</td>
<td>na</td>
<td>+(males)</td>
<td>+(males)</td>
<td>+(males)</td>
<td>+</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>R-STG, MTG</td>
</tr>
<tr>
<td>Gabrieli et al. (1998)</td>
<td>+</td>
<td>+</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>−</td>
</tr>
<tr>
<td>Binder et al. (1999)</td>
<td>−</td>
<td>+</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>+</td>
<td>+</td>
<td>−</td>
<td>−</td>
<td></td>
</tr>
<tr>
<td>Baseline = Phonological Task on Word Stimuli</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Price et al. (1997)</td>
<td>−</td>
<td>+/−</td>
<td>−</td>
<td>+/−</td>
<td>+/−</td>
<td>−</td>
<td>+</td>
<td>−</td>
<td>na</td>
<td>L-TP, Caud</td>
</tr>
<tr>
<td>Gabrieli et al. (1998)</td>
<td>+</td>
<td>+</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>−</td>
</tr>
<tr>
<td>Baseline = Lexical Decision</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bottini et al. (1994)1</td>
<td>+</td>
<td>+</td>
<td>−</td>
<td>+</td>
<td>−</td>
<td>+</td>
<td>+</td>
<td>na</td>
<td>L-OF, TP</td>
<td></td>
</tr>
</tbody>
</table>
Baseline = “Rest”

<table>
<thead>
<tr>
<th>Study</th>
<th>IFG/S</th>
<th>SFG/S</th>
<th>STG/PT</th>
<th>STS</th>
<th>MTG/ITG</th>
<th>FG/PH</th>
<th>AG/TPO</th>
<th>PC</th>
<th>R-CBL</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wise et al. (1991)†</td>
<td>—</td>
<td>—</td>
<td>+</td>
<td>+</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>na</td>
<td>R-STG</td>
</tr>
</tbody>
</table>

Note: The semantic task procedure involved semantic word categorization unless otherwise specified. Region designations refer to the left hemisphere except in the case of the right cerebellum (R-CBL). Regions include the inferior frontal gyrus/sulcus (IFG/S), superior frontal gyrus/sulcus (SFG/S), superior temporal gyrus/planum temporale (STG/PT), superior temporal sulcus (STS), middle temporal gyrus (MTG), inferior temporal gyrus (ITG), fusiform and/or parahippocampal gyrus (FG/PH), angular gyrus and/or temporo-parieto-occipital junction (AG/TPO), posterior cingulate and/or ventral precuneus (PC), anterior thalamus (aTh), head of caudate (Caud), hippocampus (Hipp), temporal pole (TP), and orbital frontal region (OF); “na” indicates a region that was not assessed in the study.

†Task = semantic relatedness matching on word or picture pairs.

‡Focus ascribed to MTG, located in deep white matter near junction of fusiform and parahippocampal gyri.

§Task = sentence comprehension for literal meaning.
phonological, lexical, and semantic properties of the stimuli. Finally, these control conditions make differing demands on attentional resources, perhaps allowing different degrees of stimulus-unrelated processing to occur. For all of these reasons, the following discussion and table are organized according to the control task used in the various studies.

**Semantic Tasks Contrasted with Nonlinguistic Tasks**  
Functional imaging studies of semantic systems seek to distinguish brain areas involved in processing semantic knowledge about stimuli from sensory and attentional areas involved in processing physical aspects of the stimuli. A typical strategy for making this distinction is to contrast tasks that require knowledge retrieval (e.g., naming or categorization tasks) with tasks that do not (e.g., perceptual analysis tasks), using similar stimuli in both conditions to control for sensory processing. We first consider results obtained using perceptual tasks on nonlinguistic stimuli (see table 7.1). Assuming that linguistic stimuli (words and recognizable pictures) engage preattentive processing of associated lexical and semantic representations to some degree, control tasks involving nonlinguistic stimuli should provide the strongest contrast between activation and baseline states, and thus should have maximal sensitivity for identifying potential semantic processing areas. A problem with this design is that because the nonlinguistic control stimuli also lack orthographic and phonologic content, some of the resulting activation likely reflects processing of these aspects of the linguistic stimuli rather than semantic processing.

Démonet et al. (1992) performed the first such study. In the semantic condition, subjects heard word pairs consisting of an adjective and an animal name (e.g., kind horse) and were instructed to press a button with the right hand when the adjective was “positive” and was paired with an animal “smaller than a chicken.” In the nonlinguistic task, subjects heard tone triplets and were instructed to respond when the third tone of the triplet was higher in pitch than the first two. Activation associated with the semantic task was strongly lateralized to the left hemisphere, involving STS (see figure 7.6), MTG, posterior ITG, middle part of the fusiform gyrus, angular gyrus (just anterior to the posterior ascending ramus of the STS), dorsal prefrontal cortex in the superior frontal gyrus (SFG), and a small part of the ventral IFG (pars orbitalis). This landmark study provided some of the first functional imaging evidence for participation of posterior association areas (MTG, ITG, angular gyrus) in tasks involving word meaning. Binder et al. (1997) used a similar task contrast during fMRI and recorded very similar results (figure 7.8 and color plate 13). An important aspect of this study is that reliability of the averaged activation maps was assessed by dividing the group of 30 subjects into two random samples and measuring the voxel-wise correlation between the resulting activation maps. Activation pat-
terns were virtually identical in the two subgroups, showing a voxel-wise reliability coefficient of .92.

Although a number of large cortical regions in the left hemisphere are implicated in these studies, the results are also notable for the absence of activation in some areas traditionally associated with language processing. Most of the STG, for example, failed to show activation related to word processing. Moreover, the PT showed stronger activation by the tone task used as a control condition in these studies (Binder et al., 1996, 1997; Démonet et al., 1992). These results thus provide no evidence for specifically linguistic processes in this dorsal temporal region. Similarly, these studies show no activation related to the semantic tasks in supramarginal gyri or premotor cortices, arguing against a role for these regions in semantic processing.

**Figure 7.8**
Serial sagittal sections showing significantly activated areas in the semantic processing study of Binder et al. Semantic processing areas, indicated in red-yellow, are strongly lateralized to the left cerebral hemisphere and right cerebellum. Blue shading indicates regions that were more active during the control (tone decision) task. Green lines indicate the standard stereotaxic y axis (AC-PC line) and z axis (vertical AC line). (Adapted with permission from Binder et al., 1997; copyright 1996, Society for Neuroscience.) (See color plate 13.)
Because of the considerable differences between the nonlinguistic and semantic stimuli employed in these studies, however, it remains unclear how much of the activation might be related to phonological, speech perceptual, or more general language processes rather than to semantic processing. Given the evidence discussed previously (see sections “Spoken Speech Perception” and “Visual Character Perception”), it seems likely that activation in the STS, for example, may be related to speech-sound processing requirements of the semantic tasks. Other areas, particularly in prefrontal cortex, may be involved in general processes engaged during language task performance, such as maintaining representations of task instructions and performance strategies, formulating relationships between this “task set” information and information acquired from task stimuli and/or long-term memory, or using these relationships to selectively attend to or retrieve only task-relevant information from a larger set of possible stimulus associations. These issues motivate studies, discussed below, contrasting semantic and perceptual tasks matched for stimulus characteristics, and contrasting semantic with other language tasks.

**Perceptual Control Tasks Using Word or Picture Stimuli** Several investigators used comparisons between semantic and perceptual tasks in which the same stimuli were employed in both conditions, thereby obtaining an optimal match of stimulus information across conditions. In the semantic task of Kapur et al. (1994), subjects made a living/nonliving categorization of printed nouns, and in the perceptual condition monitored for the occurrence of a target letter in the same nouns. This baseline task introduces a complex set of issues related to task strategy, in that detection of a target letter in a word could theoretically be performed using purely visual information, or using additional phonological or word-level information. In addition there is the probability that some degree of preattentive processing of the orthographic, phonologic, lexical, and semantic information associated with the word stimuli took place during the control task (see figure 7.1). Perhaps not surprisingly, this semantic-perceptual task contrast produced no activation in posterior association areas, and the only significant activation difference favoring the semantic task was in the left IFG (probably pars orbitalis and pars triangularis). This finding reinforced previous evidence that the left IFG is active during semantic processing (Frith et al., 1991a; Petersen et al., 1988) and ruled out proposed explanations related to speech formulation or response selection (Frith et al., 1991a; Wise et al., 1991). Demb et al. (1995) subsequently used similar tasks during fMRI of the frontal lobes. Stronger activation during the semantic task was observed in both the left IFG and the left SFG.

In contrast to these studies, Vandenberghe et al. (1996) observed activation related to semantic processing in several posterior left hemisphere locations, using a perceptual baseline task with meaningful stimuli. Stimuli consisted of triplets (one sample
and two match choices) of concrete nouns or pictures. In the semantic conditions, subjects selected one of the match choices based either on functional relatedness (PLIERS matches WRENCH better than SAW) or real-life size similarity (KEY matches PEN better than PITCHER). In the perceptual condition, subjects selected the match choice that was most similar in size as presented in the stimulus display. This baseline task proved rather difficult, as demonstrated by a significantly lower performance accuracy on both word and picture baseline conditions relative to semantic conditions. Relative to this baseline task, the semantic tasks activated left hemisphere and right cerebellar regions, including left IFG, left MTG and ITG, left fusiform gyrus, and left angular gyrus (temporo-parieto-occipital junction). Overall, this pattern of activation is very similar to that observed by Démonet et al. (1992) and Binder et al., (1997), except for a notable absence of activation in the SFG (table 7.1).

The striking differences between the Kapur et al. (1994) and Vandenberghe et al. (1996) results for posterior association cortices could have several explanations. The lack of posterior activations in the Kapur et al. study may relate simply to decreased sensitivity or statistical power, or to a more conservative threshold. The studies employed different semantic task procedures (category decision in the Kapur et al. study and similarity matching in the Vandenberghe et al. study). However, this factor in itself is unlikely to account for the observed differences in posterior cortical activation, in view of the fact that the studies of Démonet et al. (1992) and Binder et al. (1997) demonstrated such activation using category decision tasks. Alternatively, the greater difficulty of the baseline task used by Vandenberghe et al. may have more effectively precluded subjects from engaging in stimulus-unrelated language processing (section “Special Problems for Language Activation Imaging Studies”; see also section “Semantic Processing at Rest,” below), providing a stronger contrast between baseline and semantic conditions. The control task used by Vandenberghe et al. may also have provided a stronger contrast by directing attention strongly to a physical feature of the stimulus (size), unlike the Kapur et al. task, which encouraged subjects to use letter name and word information.

**Semantic Tasks Contrasted with Other Linguistic Tasks**

In an effort to identify regions involved specifically in processing meaning, other investigators contrasted semantic tasks with tasks involving phonological or lexical processing. Démonet et al. (1992, 1994a) and Binder et al. (1999) contrasted auditory semantic categorization tasks with phoneme identification tasks on pseudo words. Results of these studies were strikingly similar (figure 7.2, table 7.1). The main areas in which activation was stronger during semantic processing included the SFG, left angular gyrus, left posterior cingulate, and left ventromedial temporal lobe. Stereotaxic coordinates for these foci were nearly identical in the two studies (Binder et al., 1999). Neither study found
activation related to the semantic task in the IFG, STG, STS, or ITG. The lack of semantic-specific IFG activation calls into question the role of this region in semantic processing per se. Equivalent activation of the IFG during a phoneme discrimination task on pseudo words suggests that this region may play a more general role related to working memory or phoneme recognition. Equivalent activation of STG and STS is consistent with a proposed role for these regions in auditory and speech phoneme processing.

The lack of ITG or clear MTG activation in these studies is not entirely unexpected, given the evidence presented by Price, Wise, and Frackowiak (1996) that these regions are readily activated by pseudo words. This activation could indicate involvement of the MTG and ITG at the level of phonological word-form processing. Supporting evidence for such an account comes from lesion and functional imaging studies of name retrieval, which implicate the MTG and ITG as crucial sites for storage of phonological word representations (H. Damasio et al., 1996; Foundas et al., 1998; Martin et al., 1996; Mills & McConnell, 1895). Several investigators have also observed posterior ITG activation by auditory pseudo words, which could be explained by such an account (Démonet et al., 1992; Zatorre et al., 1992).

Two studies incorporated visually presented pseudo words in a phonological control task. Pugh et al. (1996b) studied a semantic relatedness matching task using visual word pairs. In the phonological control task, subjects judged whether two visual pseudo words rhymed. Consistent with the Démonet et al. (1992) and Binder et al. (1999) results, no differential activation by the semantic task was observed in the IFG. Greater activation by the semantic task was observed in a medial temporal region of interest that probably included fusiform and part of parahippocampal gyri, although this activation difference occurred bilaterally. Greater activation by the semantic task was also noted in STG and MTG regions of interest, although these differences also occurred bilaterally and only in males. Superior frontal, ITG, angular gyrus, and posterior cingulate regions were not assessed. In a study by Gabrieli et al. (1998), a semantic categorization task on visually presented words was contrasted with a task in which subjects judged whether visual pseudo words had two syllables or not. In contrast to the other semantic-phonological studies, this task combination produced stronger semantic task activation in the left IFG. Stronger semantic task activation was also found in the left SFG, consistent with the other studies. Posterior cortical areas were not assessed in this study.

Two semantic task studies employed visually presented words in a phonological control task. Price, Moore, Humphreys, et al. (1997) contrasted a semantic categorization (living/nonliving) task with a phonological task in which subjects judged the number of syllables in a presented word. Stronger semantic task activation was found
in the left angular gyrus, left temporal pole (near amygdala), and head of left caudate nucleus. Marginally significant differences were observed in the left medial SFG (BA 9), left MTG, and left ITG. Consistent with most of the other semantic-phonologic studies, no differences occurred in the IFG. Using an almost identical task contrast, however, Gabrieli et al. (1998) did report stronger semantic task activation in the IFG. A large left SFG focus also showed stronger activation during the semantic task. Posterior cortical areas were not assessed in this study.

Finally, Bottini et al. (1994) reported a study in which semantic comprehension of sentences was contrasted with a lexical decision control task. In the semantic task, subjects saw sentences (e.g., “The bird watcher used binoculars as wings”) and had to decide whether these were literally plausible in meaning. In the control task, subjects saw strings of eight to nine words (e.g., “Hot lamp into confusing after bencil entrance stick real”) and had to decide whether the string contained a nonword. Relative to the lexical decision control task, the semantic task activated much of the left IFG and SFG, left MTG and ITG, left angular gyrus, and left posterior cingulate/precuneus. The pattern of activation is strikingly similar to that shown in figure 7.9 for semantic categorization contrasted with tone monitoring, despite the many apparent differences between the task contrasts used in these two studies.

These are interesting and informative results for several reasons. First, both tasks used word strings that would have evoked some degree of semantic processing, so the large magnitude, widespread activation differences between tasks are somewhat unexpected. This result confirms that task-induced “top-down” effects can have a large effect on activation levels. In this case, the explicit requirement to formulate a sentence-level representation and examine the semantic content of this more complex representation induced considerable additional left hemisphere activation. This finding is confounded, however, by the fact that formulation of a sentence-level representation also requires syntactic analysis, so some of the differences observed may have been due to this additional syntactic demand rather than to semantic processing per se. These results also suggest that lexical decision may engage semantic processes relatively little. Other evidence for this comes from a previous study in which lexical decision and reading tasks were both compared to a common control task involving feature detection on false font strings (Price et al., 1994). The reading task activated left SFG and left angular gyrus, the two areas most often associated with semantic tasks, while the lexical decision task failed to do so.

Summary of Areas Implicated in Semantic Processing Together these studies implicate a number of regions in performance of tasks involving word meaning. It is worth noting that in all these studies, activation associated with such tasks has been
strongly lateralized to the left hemisphere, in contrast to the much more symmetric activation typically seen in the STG in response to hearing speech sounds, and in the supramarginal gyri during verbal short-term memory and phonological tasks. The single most consistently activated region is the angular gyrus (Brodmann area 39), referring to the cortex surrounding the posterior parietal extension of the STS. Deriving its blood supply from the inferior trunk of the middle cerebral artery, this region is frequently damaged in cases of Wernicke’s aphasia (H. Damasio, 1989; Kertesz et al., 1993; Metter et al., 1990; Naeser, 1981; Selnes et al., 1984). BA 39 is probably a phylogenetically recent and specifically human development (Geschwind, 1965) and is situated strategically between visual, auditory, and somatosensory centers, making it one of the more reasonable candidates for a multimodal “convergence area” involved in storing or processing very abstract representations of sensory experience and word meaning.

With only a few exceptions (Kapur et al., 1994; Vandenberghe et al., 1996), dorsal prefrontal cortex in the SFG was consistently activated in these studies. This region includes the medial aspect of BA 8 and 9, and lies rostral to both the supplementary motor area and pre-SMA (Pickard & Strick, 1996). Patients with lesions in this region typically demonstrate intact semantic knowledge in the presence of strongly directing cues (e.g., intact comprehension of words and intact naming of presented stimuli) but impaired access to this knowledge in the absence of constraining cues (e.g., impaired ability to generate lists of related words despite normal speech articulation and naming) (Alexander & Schmitt, 1980; Costello & Warrington, 1989; Freedman et al., 1984; Rapcsak & Rubens, 1994; Rubens, 1976; Stuss & Benson, 1986). Spontaneous speech is sparse or nonexistent, and phrase length in cued production tasks (e.g., description of pictures) is severely reduced. These deficits suggest an impairment involving self-initiation of language processes. We thus hypothesize that this brain region initiates (drives or motivates) the process of semantic information retrieval. That this area is activated by semantic relative to phonologic knowledge retrieval tasks indicates either a specific role in initiating retrieval from semantic stores or that semantic knowledge retrieval makes stronger demands on the initiation mechanism than does phonologic retrieval, possibly by virtue of the greater arbitrariness of the relations linking stimulus and stored knowledge in the case of semantic associations.

Activations in the ventral and lateral left temporal lobe are less consistent and appear to be more dependent on specific stimulus characteristics and task requirements. Semantic activation near the middle part of the fusiform gyrus or neighboring collateral sulcus (BA 20/36) is common. Activation in this region appears to depend on the lexical status of the control stimuli, since it occurred in all five studies involving nonword control stimuli but in only one of four involving word control stimuli.
This region has been implicated in lexical-semantic functions in a number of other functional imaging studies (Bookheimer et al., 1995; H. Damasio et al., 1996; Martin et al., 1996; Menard et al., 1996; Price, Moore, Humphreys, et al., 1996) and in studies using focal cortical stimulation and evoked potential recordings (Lüders et al., 1991; Nobre et al., 1994). As already discussed, the left MTG and ITG were associated with semantic processing in some, but not all, studies. The likelihood of detecting differential activation in these areas, using contrasts between semantic and phonological tasks, appears to depend partly on the modality of stimulus presentation. These regions were identified in four of five studies using visual stimuli, but in neither of two studies using auditory pseudo words. As mentioned earlier, these results may indicate a role for these regions in storing or processing sound-based representations of words. Such representations would likely be accessed in any task involving word or pseudo word processing (Van Orden, 1987), but perhaps more strongly when stimuli are presented in the auditory modality. Sound-based word representations must be accessed when naming objects, which may account for the activation of left MTG and ITG during such tasks (Bookheimer et al., 1995; H. Damasio et al., 1996; Martin et al., 1996; Price & Friston, 1997; Smith et al., 1996). The activation of MTG and ITG in comparisons between auditory word and reversed speech processing (figure 7.7) are also consistent with this model (Howard et al., 1992; Price, Wise, Warburton, et al., 1996), as is the finding that printed words and pseudo words activate this region relative to unpronounceable stimuli (figure 7.1).

By linking the left MTG and ITG with processing of sound-based word representations, we do not mean to imply that these functions are distinct from semantic processing or that concept-level representations are not also processed in these areas. Names represent concepts, and they become an integral part of the concepts they represent. Tasks used clinically to assess semantic knowledge also depend on knowledge of names and name-concept relationships. Thus, lesions affecting left MTG and ITG frequently disrupt performance on semantic tasks (Alexander et al., 1989; H. Damasio, 1981; Kertesz et al., 1982). Moreover, such patients sometimes show very selective knowledge deficits affecting only a particular semantic category or word class (A. Damasio & Tranel, 1993; H. Damasio et al., 1996; Hart & Gordon, 1990; Hillis & Caramazza, 1991; Warrington & Shallice, 1984). Functional imaging studies demonstrate that activation in this region depends partly on the semantic category associated with stimuli (H. Damasio et al., 1996; Martin et al., 1996; Mummery et al., 1996; Perani et al., 1995). (See chapter 6 in this volume for a detailed discussion of these findings.) This evidence of category-specific organization in the ventrolateral and ventral temporal lobe strongly suggests the presence of concept-level representations in this region. These data reinforce the view that names and the concepts they
represent are intimately connected, interact during semantic tasks, and are very likely
to have spatially overlapping representations in the brain.

Involvement of the left IFG in semantic processing has been a topic of considerable
debate (Démonet et al., 1993; Frith et al., 1991a; Gabrieli et al., 1998; Kapur et al.,
1994; Petersen et al., 1988; Thompson-Schill et al., 1997; Wise et al., 1991). This area
is consistently activated during word production tasks (Frith et al., 1991a; Petersen et
al., 1988; Warburton et al., 1996; Wise et al., 1991). Left IFG activation was also
observed in five studies involving semantic (mostly word categorization) tasks con-
trasted with nonlinguistic perceptual control tasks (table 7.1), demonstrating that this
activation is not specific to word generation tasks or the requirement for “willed
action.” In contrast, most of the studies employing phonological control tasks failed
to show differential activation of the IFG. One explanation for these negative results
is that the word and nonword stimuli used in these phonological control tasks may
have inadvertently engaged the semantic system to some degree, causing obscuring of
semantic-specific IFG activation. Although possible, this account does not explain
why differential semantic activation occurred in other regions (angular gyrus, SFG,
ventromedial temporal lobe) but not in the left IFG. Another possibility is that left
IFG activation observed in some previous studies reflects phonological or verbal
short-term memory demands of the word generation and comprehension tasks em-
ployed in these studies. This explanation applies particularly to posterior regions of
the IFG, such as pars opercularis and adjacent premotor cortex, which have been
repeatedly implicated in various aspects of phonological processing (Démonet et al.,
1992; Fiez et al., 1995; Paulesu et al., 1993; Price, Moore, Humphreys, et al., 1997;
Zatorre et al., 1992).

Another explanation for the IFG activation in some studies is that this activa-
tion reflects more general task demands related to linguistic knowledge retrieval.
Thompson-Schill et al. (1997) have presented evidence that activation in left IFG,
SMA, and anterior cingulate cortex is dependent on the requirement for selection of
task-relevant information from a larger set of possible stimulus associations. Three
semantic tasks using printed words or pictures were each contrasted with a non-
semantic baseline task. Each semantic task type had two levels considered to have
either low or high knowledge selection demands. In a verb generation task, selection
demands were manipulated by varying the number of different verbs (i.e., different
potential responses) associated with the stimulus noun. In a word-picture matching
task, selection demands were manipulated by requiring a match to either a specific
attribute of the object (high selection demand) or to the object name (low selection
demand). In a similarity matching task, selection demands were manipulated by re-
quiring either a match based on a specific attribute (high selection) or one based on
global similarity (low selection). The findings support the hypothesis that selection demands modulate activity in the left IFG (primarily in BA 44) and also in other left hemisphere regions, including SMA, anterior cingulate, fusiform gyrus, ITG, and angular gyrus. This study thus provides evidence that general task performance requirements related to information retrieval and response selection can affect activation during semantic tasks and may partly explain left IFG activation during such tasks.

A final region implicated in several of these studies is the posterior cingulate and ventral precuneus. Although interpretation of this finding is unclear, part of this region coincides with retrosplenial cortex (Vogt, 1976), which has connections with hippocampus, parahippocampus (Mufson & Pandya, 1984; Suzuki & Amaral, 1994), and anterolateral dorsal thalamus (Sripanidkulchai & Wyss, 1986). This connectivity pattern suggests involvement of the posterior cingulate region in memory functions (Rudge & Warrington, 1991; Valenstein et al., 1987). Posterior cingulate activation may therefore be related to memory-encoding processes that accompany semantic task performance (Craik & Lockhart, 1972). This could also account for activation observed in some of these studies in left parahippocampus and hippocampus, structures closely tied to episodic memory encoding.

**Semantic Processing at Rest** The constructs “semantic processing” and “thinking” share important functional features. In contrast to perceptual systems driven primarily by external sensory information, semantic processing and thinking rely on internal sources of information, such as episodic and semantic memory stores. Semantic processing and thinking both involve complex mechanisms for accessing task-relevant information from these stores and manipulating this information to reach an intended goal, such as planning an action or making a decision. To the extent that semantic processing is defined by these operations involving storage, retrieval, and manipulation of internal sources of information, the conscious “thinking” state could also be said to involve semantic processing.

In support of this view, Binder et al. (1999) presented evidence that many of the areas implicated in semantic processing are also active during a resting state compared to a nonsemantic task. A semantic-phonetic task contrast was used to identify areas specialized for semantic processing, including left angular gyrus, SFG, ventromedial temporal cortex, and posterior cingulate (see color plate 14 and figure 7.9A). To determine whether these areas are also active during rest, a resting state (subjects were instructed only to relax and remain still) was compared to a tone discrimination task. Areas that were more active during rest, illustrated in figure 7.9B, were nearly identical to those identified in the semantic-phonetic subtraction. Centers-of-mass in the two comparisons lay within 1 cm of each other for all four main activation areas.
Finally, when the resting state was compared to a semantic decision task, these areas showed little or no difference in activation, consistent with the hypothesis that these regions are engaged in semantic processing during both of these conditions. These cortical areas, which are relatively distant (as measured by cortico-cortical connections) from primary sensory areas (Felleman & Van Essen, 1991; Jones & Powell, 1970; Mesulam, 1985), thus appear to comprise a distributed network for storing, retrieving, and manipulating internal sources of information independent of external sensory input.

The hypothesis that stimulus-independent semantic processing occurs in these brain areas during rest accounts for several puzzling findings from functional activation studies. The first of these is that studies comparing semantic tasks to a resting or restlike (e.g., passive stimulation) baseline have not shown activation in these areas (Eulitz et al., 1994; Herholtz et al., 1994; Kawashima et al., 1993; Mazoyer et al., 1993; Tamas et al., 1993; Warburton et al., 1996; Wise et al., 1991; Yetkin et al., 1995), despite considerable evidence for their participation in semantic processing (see table 7.1). In contrast, comparisons between semantic tasks and attentionally demanding nonsemantic tasks typically show activation in some or all of these areas (Binder et al., 1997; Bottini et al., 1994; Démonet et al., 1992; Price, Moore, Humphreys, et al., 1997; Price, Wise, Watson et al., 1994; Vandenberge et al., 1996). Activation contrast in these areas may thus depend on the degree to which spontaneous semantic processing is suppressed during the baseline state, which may in turn depend on a number of task variables that determine attentional allocation, and on the amount of preattentive semantic processing elicited by control stimuli (Price, Wise, & Frackowiak, 1996).

---

Figure 7.9
Left hemisphere areas associated with nonsensory semantic processing (Binder et al., 1999). Areas with higher signal during a semantic decision task compared to a phonemic decision task (A) are virtually identical to areas with higher signal during rest compared to a tone decision task (B). (Reproduced, with permission, from Binder, 1999.) (See color plate 14.)
Spontaneous semantic processing during rest could also account for some instances of task-induced “deactivation” (Shulman et al., 1997). Interruption of spontaneous semantic processes by attentionally demanding, nonsemantic tasks would result in decreased neural activity in brain regions where these processes are localized. This account predicts that brain areas demonstrating “deactivation” during nonsemantic tasks relative to rest should be the same as those areas implicated in semantic processing. Evidence supporting this prediction was given in figure 7.9, in which areas demonstrating “deactivation” during the tones task were nearly identical to those identified with semantic processing in the semantic-phonetic task comparison. This convergence is also demonstrated by other studies of semantic processing and task-induced deactivation. For example, Démondet et al. (1992) and Price, Wise, Watson, et al. (1994) contrasted semantic tasks with attentionally demanding, nonsemantic tasks. Although different in many ways, these contrasts identified the same left hemisphere regions shown in figure 7.9. These four areas also consistently demonstrated task-induced deactivation across a variety of visual tasks in a meta-analysis by Shulman et al. (1997). This unusual convergence of results, illustrated in figure 7.10 (and color plate 15), is remarkable, given the considerable differences in methodology across the four studies. The hypothesis that task-induced deactivation in these brain areas results from interruption of spontaneous semantic processing provides one parsimonious explanation for this pattern of results.

**Word Production**

The production of words is a multicomponent operation involving, at a minimum, conceptual, lexical, phonetic, and articulatory processes (see Levelt, 1989). Word production can be either stimulus-driven from sensory stimuli (e.g., during reading and
picture naming) or self-generated from inner thoughts, memories, and associations (e.g., during verbal fluency tasks). In the former case, processes involved in object or word recognition will be engaged in addition to word production processes. In the latter case, processes involved in willed action, lexical search, and sustained attention will be required. Isolating the neural correlates of the different components of word production with functional neuroimaging therefore depends on subtracting activation associated with sensory processing, willed action, and sustained attention.

Functional imaging studies of self-generated word production have focused on verbal fluency tasks. During these tasks, subjects are presented with an auditory or visual cue and asked to generate words associated with the cue (the word generation task). Tasks vary in (1) the type of cue used, which might be a word (Petersen et al., 1988; Raichle et al., 1994; Warburton et al., 1996; Wise et al., 1991), a letter (Frith et al., 1991b), or a word stem such as “GRE” (Buckner et al., 1995), and (2) the type of association required—for instance, retrieving semantically related verbs, category exemplars, synonyms, or rhymes (Klein et al., 1995; Shaywitz, Pugh, et al., 1995). Irrespective of the type of cue, type of association, or baseline used, self-generated word production results in activation of the left lateral frontal cortex, including the frontal operculum and IFG (BA 44–47), the posterior part of the middle frontal gyrus and inferior frontal sulcus, and the middorsal part of the precentral sulcus (BA 6, 8, 44). Some functional division of the different regions has been demonstrated by Buckner et al. (1995), who found that the left inferior prefrontal cortex (BA 44 and 45) was equally responsive to word stem completion (“GRE”—“green”) and verb generation (“CAR”—“drive”), irrespective of baseline (visual fixation for word stem completion and reading for verb generation), but activation in the left anterior prefrontal cortex (near BA 10 or 46) was observed only for verb generation. Whether this difference in activation patterns is related to differences in the word generation tasks or in the baseline task is not yet clear.

The functional roles of these different prefrontal regions remains a topic of debate. For instance, Fiez (1997) demonstrated that different regions of the prefrontal cortex can be associated with semantic and phonological processes: the left ventral anterior frontal cortex (near BA 47) is activated for semantic decisions, whereas the more posterior regions (BA 44/6 and 45) are associated with phonological decisions (Démonet et al., 1992, 1994a; Fiez et al., 1995; Zatorre et al., 1992, 1996). Left-lateralized dorsolateral prefrontal activations (BA 46) have also been associated with encoding novel verbal information into episodic memory, such as when subjects memorize pairs of heard words relative to hearing the same words repeated continually (Fletcher et al., 1995; Tulving et al., 1994). In contrast, Frith et al. (1991b) observed activation in BA 46 in association with self-generated nonverbal actions. These authors suggested
a more general nonverbal role for this region, perhaps in the exercise of “will” to perform a volitional act. The location of the peak activation associated with encoding into episodic memory (Fletcher et al., 1995) was 12 mm inferior to the peak activation associated with willed action in the Frith et al. study. These results may thus represent two functionally distinct activation foci or, alternatively, chance variability due to use of different subject samples and other random factors. Many further studies are required to correlate the different cytoarchitectural regions of the lateral prefrontal cortex with different functional roles. At this stage, one can only conclude that this general area is activated during self-generated word production, and that different regions appear to be involved in semantic and phonological processing, episodic memory encoding, and willed action.

Although the left lateral prefrontal cortex is robustly activated in self-generated word production, this activation is not as prominent when the task becomes more automated, as in the case of stimulus-driven word production. Indeed, Raichle et al. (1994) have demonstrated that activation in the left prefrontal cortex during self-generated word production decreases with practice on the same cue items. The reduced prefrontal activity as the task becomes more familiar is consistent with the association of the left prefrontal cortex with encoding novel stimuli into episodic memory (Fletcher et al., 1995; Tulving et al., 1994). It is also consistent with reduction of the demands placed on lexical-semantic search and response selection as the stimulus and response become more familiar.

Interestingly, the decreases in prefrontal activity with task familiarity reported by Raichle et al. (1994) were accompanied by increases in activation of the left insula. The relevance of this finding is that the left anterior insula and the surrounding left frontal operculum are almost universally activated during stimulus-driven naming tasks. For example, the left frontal operculum is activated for reading, picture naming, color naming, and letter naming relative to baseline tasks that attempt to control for visual and articulatory processing (Bookheimer et al., 1995; Price & Friston, 1997). It is also involved in repetition of heard words relative to passive word listening (Price, Wise, Warburton, et al., 1996), and when the demands on retrieving phonology are increased—for instance, during phonological detection tasks (Fiez et al., 1995) and for reading unfamiliar pseudo words (e.g., “latisam”) relative to regularly spelled words (e.g., “market”) or high-frequency irregular words (e.g., “pint”) (Fiez & Petersen, 1998; Herbst et al., 1997; Price, Wise, & Frackowiak, 1996). Together, these findings suggest that activation of the left frontal operculum during self-generated and stimulus-driven word production can probably be related to the stage of lexical access in which the phonological form of a word is constructed (i.e., a role in encoding phonology prior to articulatory output). This conclusion is con-
sistent with the data from lesion studies. The frontal operculum is in the vicinity of Broca’s area, and isolated damage to this region particularly impairs the ability to transform word representations into corresponding articulatory sequences (A. Damasio & Geschwind, 1984; Mesulam, 1990; Mohr et al., 1978).

In addition to the left frontal operculum, word production during both self-generated and stimulus-driven paradigms usually results in activation of the left posterior ventral temporal lobe (BA 37) near the inferior temporal and fusiform gyri. For instance, this area is activated during naming tasks and reading relative to baselines that control for visual and articulatory processes (Bookheimer et al., 1995; Martin et al., 1996; Price & Friston, 1997). The same posterior ventral temporal region is also activated (along with the left frontal operculum) when blind subjects read Braille (Büechel et al., 1998) and when word generation to auditory words is contrasted with listening to words or semantic judgments on heard words (Warburton et al., 1996). (See figure 7.11 and color plate 17.) These findings suggest that the left frontal operculum and the left posterior ventral temporal region are involved in nam-
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**Figure 7.11**
Areas of activation during a variety of word production tasks are rendered in red and yellow on a cartoon figure of the left hemisphere. Reading words (silently) was contrasted with viewing consonant letter strings (Price, Wise, & Frackowiak, 1996). Naming visual pictures was contrasted with viewing nonsense figures and saying “Okay” (Price, Moore, & Friston, 1997). Naming visual letters was contrasted with viewing single false font and saying “Okay.” Naming the color of meaningless shapes was contrasted with viewing the same shapes and saying “Okay” (Price & Friston, 1997). Naming tactile words (reading braille) was contrasted with feeling consonant letter strings in braille (Büechel et al., 1998). Self-generated words were contrasted with auditory repetition (Frith et al., 1991a) and with repeating heard words. Regions of activation common to all types of word production were identified using conjunction analysis (Price, Moore, & Friston, 1997). (See color plate 17.)
ing, irrespective of the type of stimulus cue. The finding that the left posterior ventral temporal region is more active for word generation than for semantic decisions also suggests that this region plays a role in lexical retrieval over and above that involved in conceptual processing. Nevertheless, the left posterior ventral temporal region is in close proximity to an area that activates during conceptual processing, particularly tasks involving visual semantics. This semantic region lies medially and anteriorly in the fusiform gyrus (BA 20) relative to the area we are associating with lexical retrieval (BA 37). It has been observed during generation of color words relative to generation of action words, indicating a role in perceptual knowledge (Martin et al., 1995); for visual imagery of heard words relative to passive listening to words (D’Esposito et al., 1997); and for semantic decisions relative to phonological or perceptual decisions (Binder et al., 1997, 1999; Démonet et al., 1992; Vandenbergh et al., 1996). Responses in the medial and anterior region of the fusiform gyrus (BA 20) are therefore more concerned with conceptual than with phonological processing, whereas the lateral posterior ventral temporal cortex (BA 37) is more responsive to phonological than to semantic processing (Moore & Price, 1999).

Evidence from direct cortical stimulation and lesion studies also supports the role of the left ventral temporal lobe in lexical retrieval. For example, cortical stimulation of the ventral temporal region (including inferior temporal and fusiform gyri) in patients prior to surgery for epilepsy results in a transient failure to produce words (Burnstine et al., 1990; Lüders et al., 1986, 1991). Likewise, patients with lesions in the territory of the left posterior cerebral artery (usually occipital and inferior temporal lobe damage) show deficits in reading and in naming objects in response to visual presentation, tactile presentation, or verbal descriptions (De Renzi et al., 1987). A study by Foundas et al. (1998) demonstrated that a specific region in the left lateral posterior ventral temporal cortex resulted in a naming deficit in the absence of a recognition or semantic deficit. Together, the imaging and lesion data suggest that the left lateral posterior ventral temporal cortex may be concerned with retrieval of lexical entities from conceptual networks in more anterior and medial temporal cortex, while the left frontal operculum is concerned with translating the lexical entities into articulatory routines. Additional experiments are required to confirm the precise nature of the neuroanatomical structures that underlie these different stages of lexical access and word production.

**Genetic and Developmental Influences on Language System Organization**

The common practice of presenting averaged activation maps from a group of subjects (e.g., figure 7.8) obscures the fact that there is considerable variability among subjects in the precise spatial location, spatial extent, and magnitude of these activa-
tions (Bavelier et al., 1997; Binder, Rao, Hammmeke, et al., 1994; Kim et al., 1997; Springer et al., 1997). This variation could conceivably arise from genetic or environmental sources, or from complex interactions between genome and environment. Two developmental factors that have received some attention in neuroimaging studies of language organization are the age of acquisition of languages learned by the subject (an almost purely environmental variable) and the sex of the subject (a genetic factor strongly associated with various environmental variables).

Studies of Bilingualism  

Available evidence suggests that brain activation during a language task depends on the subject's proficiency with the language, which in turn depends roughly on the age at which the language was acquired. O. Yetkin et al. (1996) studied five adult multilingual subjects using fMRI. In the language activation condition, subjects were asked to silently generate words in their native language, a second fluent language, or a third nonfluent language known to the subject for less than five years. The baseline condition was a resting state in which subjects “refrained from thinking of words.” Significantly more voxels in the frontal lobe showed activation in the nonfluent condition, while the native and second fluent languages produced equal activation. These results are consistent with the idea that, in general, tasks which are less practiced require more neural activity (Haier et al., 1992; Raichle et al., 1994). Because this extra neural activity could be related to attentional rather than linguistic processes, however, the data of Yetkin et al. do not address the issue of whether different languages are actually represented in different brain areas.

A report by Kim et al. (1997) provides some initial evidence on this question. The authors studied 12 adult bilingual subjects who acquired a second fluent language either simultaneously with a first (“early bilingual”) or during young adulthood (“late bilingual”). In the language activation condition, subjects were asked to “mentally describe” events that had occurred the previous day, using a specified language. The baseline condition was a resting state in which subjects looked at a fixation point. In late bilinguals, the left inferior frontal activation foci associated with task performance in the native and second languages were spatially separated by an average distance of 6.4 mm (range 4.5 mm–9.0 mm). The relative locations of these native and second language foci were highly variable across subjects, with the native language focus lateral to the second language focus in some subjects and medial or posterior in other subjects. This fact alone could explain why a previous PET study (Klein et al., 1995) using averaged group activation maps showed no differences in cortical activation associated with native and second languages. Because Kim et al. did not report the relative language proficiency of their subjects or overall levels of activation as a function of language used, it is not clear whether the spatial separation of activation foci could be related to familiarity and attentional (i.e., workload) effects rather than...
to differences in the location of linguistic representations, although this seems unlikely, given the reported lack of spatial overlap between the native language and second language activation foci. Nevertheless, early bilinguals showed no differences in the location of activation foci associated with different languages, suggesting that when two languages are learned equally well early in life, these languages typically are represented in the same brain areas.

This conclusion may not apply, of course, to cases in which the languages in question differ greatly in terms of perceptual requirements or representational formats. Available evidence suggests, for example, that comprehension of American Sign Language (ASL) engages the right hemisphere (particularly the STS, angular gyrus, and IFG) much more than does comprehension of written English, even among subjects who learn both languages early in life and with equal competence (Neville et al., 1998). This difference almost certainly reflects the fact that the vocabulary and syntax of ASL are represented to a large extent by static and dynamic spatial relationships, which likely engage specialized right hemisphere mechanisms. Activation patterns related to ASL processing were virtually identical for bilingual and monolingual signers, indicating that the English-ASL differences observed in bilingual subjects are not related to bilingualism per se, but rather to the specific processing demands of ASL. This finding highlights a more general point concerning comparisons of activation during processing of different languages. Because different languages may make use of very different sensory distinctions, orthographic-to-phonologic mapping schemes, morphological systems, and syntactic representations, resulting differences in activation patterns could reflect any combination of these factors. Consequently, different studies will not necessarily produce consistent results for different language combinations or language tasks.

**Sex Effects on Language Activation Patterns**

Numerous studies report that women, on average, have slightly better verbal skills than men. Most of this evidence pertains to speech production tasks, whereas sex differences in higher-order language abilities like semantic processing are equivocal (see Halpern, 1992, for a review). Efforts to uncover the neurophysiological basis for these sex differences have so far met with limited success. Inferential techniques, such as deficit-lesion correlation, structural morphometry, and behavioral measures of lateralization (dichotic listening, divided visual field processing), have yielded very discrepant results (Frost et al., 1999). Compared to these other methods, functional imaging techniques provide a more direct measure of brain function, yet application of these methods has also generated inconsistent findings.

Using fMRI, Shaywitz, Shaywitz, et al. (1995) reported that frontal lobe activation is more left-lateralized in men than in women during a visual phonological task in
which subjects judged whether two printed nonwords rhyme. In a later description of the same study (Pugh et al., 1996b), sex effects on functional lateralization were also reported during semantic processing (semantic categorization) of visually presented words. Compared with the phonological condition, the semantic task resulted in a larger volume of activation in men but not in women. This result was observed in the total area scanned, in medial extrastriate cortex, and in the middle and superior temporal gyri bilaterally. Based on this result, the authors suggested that there may be greater overlap between the semantic and phonological systems in women and, thus, more circumscribed representation of language processes in women. Activations in men were also significantly more left-lateralized than in women across the total area imaged, and in the inferior frontal gyrus during both phonologic and semantic tasks. No sex differences in performance were observed on these tasks; these data thus suggest that men and women carry out identical language processes with the same degree of proficiency, using very differently organized brain systems.

In contrast, several other functional imaging studies have not found significant sex differences during language processing. Price, Moore, and Friston (1996) used PET to examine activation during phonologic and semantic reading tasks that engaged many of the same processing components studied by Shaywitz, Shaywitz, et al. (1995). Large, statistically significant effects of task, task order, and type of baseline task were found, but sex effects were small and insignificant. In another PET study, Buckner et al. (1995) found no sex differences in activation during word stem completion and verb generation tasks, speech production measures similar to those on which men and women typically show subtle performance differences (Halpern, 1992). Thus, no significant sex differences in large-scale activation patterns were found even on tasks for which there is some evidence of sex-related differences in processing capacity. Finally, Frost et al. (1999) used fMRI to study a large subject cohort (50 women and 50 men) during performance of the semantic-tone task contrast developed by Binder et al. (1997). Men and women showed identical, strongly left-lateralized activation patterns (figure 7.12 and color plate 16). Voxel-wise comparisons between the male and female subjects showed no significantly different voxels. No sex differences in the degree of lateralization were observed for any region of interest, using both functionally defined regions and regions of interest identical to those employed in the Shaywitz, Shaywitz, et al. studies.

In summary, functional imaging research on developmental factors that influence language organization in the brain is still at a preliminary stage. Brain activation during language processing clearly depends on language proficiency, but whether this effect reflects changes in language organization as proficiency is acquired, or merely the additional effort associated with an unfamiliar task, is not yet clear. Available
data suggest that two similar languages learned equally well early in life typically are represented in the same brain areas (Kim et al., 1997). Although sex effects on language organization in the brain have been extensively investigated and debated, there remains considerable controversy on this topic. Functional imaging data have so far not resolved this issue, and more studies, using larger subject samples and a wider variety of task contrasts, are needed.

ISSUES

The past several years have witnessed an explosion of new data on functional imaging of language processes. Although it was not possible to review all of this material, some of which was appearing even as we were writing this chapter, it is apparent from the papers selected here that early consensus is beginning to emerge on several points. The following list summarizes some of these main points, presented in detail in earlier sections.

・ As predicted by over a century of aphasia research, language-related processing is relatively lateralized to the left hemisphere. The degree of lateralization appears to be strongest for lexical-semantic areas, less for phonological and verbal working-memory areas, and still less for sensory cortex activations (e.g., auditory cortex in STG).

Figure 7.12
Serial axial sections showing average activation maps from 50 women and 50 men during a semantic word categorization task (Frost et al., 1999). Activation is strongly left-lateralized in both groups. There were no significant group differences at a voxel or regional level. (See color plate 16.)
Brain regions involved in language processing are widespread and include many areas other than the classical Broca area (posterior IFG) and Wernicke area (posterior superior temporal lobe).

Activation of the dorsal STG (including planum temporale) is dependent on the amount of auditory stimulation but not on linguistic factors, linking this region more closely to auditory than to linguistic processes.

Cortex in the STS (left > right) is activated more strongly by speech than by non-speech sounds, and more strongly by pronounceable than by unpronounceable print stimuli. These findings suggest that the STS may play a key role in processes involving phoneme representations.

The left ventral temporal lobe is frequently activated by tasks emphasizing name retrieval, suggesting that this region may be a site for storage of names and/or name meanings. Responses in the medial and anterior region of the fusiform gyrus (BA 20) appear to be more concerned with processing conceptual than phonological representations of names and objects, whereas the lateral posterior ventral temporal cortex (BA 37) appears more responsive to phonological than to semantic task demands.

The left angular gyrus (temporo-parieto-occipital junction), left dorsal prefrontal cortex (SFG), and left ventromedial temporal cortex (fusiform/parahippocampal junction) form a network of regions frequently activated in contrasts between semantic and nonsemantic tasks, and consistently “deactivated” by nonsemantic tasks relative to the conscious resting state. These regions may be involved in processing internal sources of information at the most abstract “conceptual” level, as occurs during semantic tasks and thinking states.

The posterior IFG (BA 44, 45, 6) and supramarginal gyrus (BA 40) are often activated (often bilaterally) during tasks that require maintenance and manipulation of phonological information. These regions appear to be involved in various components of phonological task performance, including verbal short-term memory, phonological segmentation, and sublexical phonological access.

The left IFG is activated across a variety of language tasks, including word retrieval, verbal working memory, reading, naming, and semantic tasks. Some of the computations provided by this region may be relatively general functions, in the sense of being common to a broad set of language processes or tasks. The inferior frontal opercular region, in particular, appears to be involved in any task using (word or nonword) phonological representations.

For each of these points of developing consensus, however, there remain many more unresolved questions. The following list includes a few general areas of inquiry...
in which there have been inconsistent results, conflicting interpretations, or relatively little investigation.

- How does the organization of different language subsystems vary as a function of handedness, sex, age, education, intelligence, and other subject variables? Is there subtle hemispheric specialization in areas that show relatively weak lateralization—such as the STG, supramarginal gyrus, and premotor cortex—that could be observed under appropriate task conditions? Are there identifiable relationships between functional and structural measures of hemispheric asymmetry?

- What are the computational roles played by some of the “nonclassical” regions identified in language activation studies? This question applies particularly to the unexpected activation in superior frontal gyrus and posterior cingulate cortex observed in some semantic studies, and to the right cerebellar activation seen in a variety of conditions.

- How and where do the complex processes involved in phoneme recognition and grapheme-to-phoneme conversion unfold? Are there functional subdivisions of the STS that can be distinguished, perhaps, on the basis of input modality, specialization for particular phonemic features, use of sublexical vs. lexical codes, or other variables?

- What organizational principles underlie semantic and lexical processing in the left inferolateral temporal lobe? Are there consistent patterns related to semantic category, word class, input modality, or type of semantic information (e.g., structural vs. functional) retrieved? How and where do the different processing stages involved in object recognition and name retrieval unfold?

- Under what task conditions are the regions involved in semantic processing and “thinking” inactive?

- What are the precise functions of the supramarginal region in phonological and verbal short-term memory tasks? Are there important functional subdivisions or areas with consistent hemispheric asymmetry in this region?

- What function(s) is(are) carried out by the IFG during language tasks? What are the important functional subdivisions of this region?

- How do the neural systems for language change with development, with exposure to a second language, and with brain lesions acquired at different ages?

Finally, with the current inundation of new information we recognize a parallel increase in the difficulty of assimilating the data in entirety and recognizing converging trends. This problem is compounded by several factors that have long com-
plicated interpretation of functional imaging data. The most profound of these is the lack of a standard, meaningful nomenclature for describing the computational requirements of activation and control tasks. In some cases this problem manifests in the use of different terms for the same general process (as when, for example, semantic word categorization is referred to as both “semantic retrieval” and “semantic encoding”). More difficult are cases in which differences in terminology arise either from deep differences in underlying theoretical positions or from process distinctions recognized as relevant by some investigators but not by others. A few examples include the profound differences between sequential symbolic and parallel distributed processing accounts of cognition in general, the degree of theoretical distinction made between semantic and linguistic processes, differing theoretical conceptions of the “resting” state, and the extent to which “central executive” functions and other “cognitive modules” are decomposed into more elemental processes. Widespread agreement regarding the computational processes involved in activation tasks—and universal recognition that equal consideration must be given to the processes involved in “baseline” tasks—would appear to be a first prerequisite for agreement on the interpretation of results. Lacking such a standard theoretical background and well-defined terminology to represent elements of the theory, investigators using very different theoretical systems will continue to report apparently inconsistent or conflicting findings, forcing subsequent investigators to reinterpret the data in order to advance understanding.

A second factor complicating interpretation is the sometimes inconsistent or imprecise use of anatomical labels for describing the location of activation responses. Different authors not infrequently use different labels to describe activations in the same region or, in other cases, use the same label for activations in different regions. Particularly problem areas in language studies involve distinctions between ventral premotor cortex and Broca’s area (BA 6 vs. BA 44), IFG and “dorsolateral prefrontal cortex,” superior and middle temporal gyri (BA 22 vs. BA 21), supramarginal and angular gyri (BA 40 vs. BA 39), and middle temporal and angular gyri. Causes for imprecision are probably many and could include (1) differential reliance on either anatomically visible landmarks, invisible (i.e., presumed) cytoarchitectonic boundaries, or general (i.e., poorly defined) regional labels (e.g., Broca’s area, Wernicke’s area, dorsolateral prefrontal cortex, “temporoparietal cortex”) by different investigators; (2) differential reliance on the atlas of Talairach and Tournoux (1988), which is itself not entirely consistent across axial, sagittal, and coronal planes; and (3) a natural tendency to find activation foci where anticipated. Reporting locations in terms of the stereotaxic coordinates of peaks or centers-of-mass is a simple, objective alternative to anatomical labels. The limitation of this method used alone is that it usually
fails to describe the full extent of the activated region and thus may cause apparent false negative results. An adequate solution to this problem will probably depend on the creation of a detailed, probabilistic, stereotaxic anatomical atlas and a fully standardized method for projecting data into the atlas space.

A final factor complicating interpretation is the lack of a standard method for reporting the reliability of observed activations. Reliability can be affected by many factors, including the degree of standardization of the task activation procedure, the within-subject measurement sample size and signal-to-noise ratio, the number of subjects and degree of intersubject variability, and the use of data-processing procedures like image registration, normalization, and spatial smoothing. A standard measure of overall reliability, such as a split-half correlation test (Binder et al., 1997), would allow different studies to be assigned relative weightings during meta-analysis, which might assist in identification of converging results by separation of true findings from spurious findings.
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People gain knowledge and skills through experiences that are recorded, retained, and retrieved by memory systems of the human brain. A memory system may defined as a specific mnemonic process that is mediated by a particular neural network. Memory systems vary in what they are used for, the kind of knowledge they acquire, the principles that govern their organization, and which parts of the brain are essential for their integrity (reviewed in Gabrieli, 1998).

Since the 1950s, insights into the psychological characteristics and neural underpinnings of multiple memory systems have been gained through experimental analyses of patients with memory deficits due to focal or degenerative brain injuries. Lesions have produced dramatic and often unexpected mnemonic deficits that provide clues about which brain regions are necessary for which memory processes. There are, however, some important limitations of lesion studies. The behavior of a memory-impaired patient with a brain lesion does not delineate what process is subserved by the injured tissue. Rather, the behavior reflects what uninjured brain regions can accomplish after the lesion. Further, naturally occurring lesions often impair multiple, adjacent brain structures, either by direct insult or by disconnection of interactive brain regions. It is, therefore, difficult to determine exact brain-behavior relations.

From the viewpoint of memory research, it is also problematic that memory is dynamic whereas lesions are static. Memory may be thought of as being comprised of three successive stages. Encoding (or learning) is the initial acquisition of new knowledge. Storage or consolidation processes maintain that knowledge in memory. Retrieval is the recovery of knowledge encoded in a previous time period. If a patient fails a test of memory due to a lesion, it is impossible to determine whether the failure reflects impaired encoding, impaired storage, or impaired retrieval (or some combination). A severe impairment at one or more stages would result in ultimate memory failure, but for different reasons altogether.

Over the 1990s, functional neuroimaging studies using positron emission tomography (PET) or functional magnetic resonance imaging (fMRI) have made possible the visualization of memory processes in the healthy brain. These techniques have their own limitations, such as limited temporal and spatial resolution. Nevertheless, functional neuroimaging has dramatically increased the range of studies aimed at delineating the functional neural architecture of human memory. Imaging studies allow for...
systematic and direct exploration of the brain organization of normal memory processes, instead of depending on the happenstance locations of lesions. Experiments can focus on particular brain regions and on particular stages of dynamic memory processes.

Lesion and imaging studies relate to one another in several important ways. First, the strengths and weaknesses of current functional neuroimaging techniques are only modestly understood, so lesion studies provide an important source of validation for functional neuroimaging studies. Second, lesion findings have provided rational and focused hypotheses for imaging studies. Third, lesion studies provide valuable constraints on interpreting activations seen in imaging studies. An activation may reflect processing in a brain region that is essential for a form of memory, or it may reflect a correlated process that does not mediate the form of memory under study. The correlated process may be a parallel learning circuit or some perceptual, attentional, motivational, or other nonmnemonic process that is engaged by the memory task. Such correlated processes are of interest, but they do not reflect the essential neural basis for a form of memory.

An illustration of how imaging evidence and lesion evidence can mutually constrain one another comes from studies of classical eyeblink delay conditioning that are further constrained by convergence of animal and human findings. In humans and rabbits, this kind of learning is abolished by cerebellar lesions (Daum et al., 1993; Thompson, 1990) and is associated with cerebellar activity: PET activations in humans (Blaxton, Zeffiro, et al., 1996; Logan & Grafton, 1995) and electrophysiological activity in rabbits (McCormick & Thompson, 1987). Thus, activation in the cerebellum reflects an essential neural basis for such learning. In addition, conditioning-correlated PET activation in humans and electrophysiological activity in rabbits occur concurrently in the medial temporal lobe (MTL) region (Blaxton, Zeffiro, et al., 1996; Disterhoft et al., 1986; Logan & Grafton, 1995). MTL lesions, however, have no effect on such learning in humans or rabbits (Gabrieli, et al., 1995; Schmaltz & Theios, 1972). MTL activation, therefore, likely reflects a correlated, parallel learning circuit that is not mediating the eyeblink delay conditioning. It is not yet clear how anything besides lesion evidence can indicate whether a task-related activation reflects a brain region that mediates part of the behavior of interest or a correlated, parallel process.

Episodic Memory

This chapter reviews functional neuroimaging studies of episodic memory—the mnemonic processes that record, retain, and retrieve autobiographical knowledge about experiences that occurred at a specific place and time (Tulving, 1983). Episodic mem-
ories may be contrasted on the basis of content with semantic memories, which represent generic knowledge, such as word meaning or widely known facts, and need not represent the spatial and temporal context in which they were learned. Episodic memories are declarative (Cohen & Squire, 1980) or explicit (Graf & Schacter, 1985), in that people can consciously and purposefully recollect specific experiences from their lives.

In the laboratory, episodic memory is measured by direct tests of free recall, cued recall, or recognition. Subjects typically are exposed to a set of materials in the study phase, such as words, sentences, or pictures. In the test phase, subjects are asked to recall or recognize what stimuli were seen or heard in that particular study phase. Thus, the study episode, an experience that occurred at a particular place and time, constitutes the spatial and temporal boundaries of the relevant experience.

Neural Substrates of Episodic Memory The brain basis of episodic memory in humans has been deduced by interpretation of the effects of localized lesions upon episodic memory performance. In broad terms, it is likely that all parts of the brain make some sort of contribution to episodic memories. For example, in order to have episodic memories for visually presented words, the visual system must mediate the correct perception of the words and the language system must mediate the correct understanding of the words. Thus, particular domains of episodic memory will depend upon the integrity of relevant sensory and cognitive systems. Damage to these systems will result in domain-specific (visual but not auditory, or verbal but not visuospatial) episodic memory deficits. Among all the regions involved in creating an episodic memory, however, it is likely that only a subset will include the engram for that episode: the specific brain changes that constitute the biological basis of the memory for the episode.

MEDIAL TEMPORAL LOBES There are brain regions that appear to play a global and essential role in all domains of episodic memory. These regions are injured bilaterally in patients who exhibit global amnesia, a selective deficit in episodic memory with sparing of short-term memory, remote or premorbid memories, and motor, perceptual, and cognitive capacities (Scoville & Milner, 1957; Cohen & Squire, 1980). All amnesic patients have an anterograde amnesia, an inability to gain new episodic memories after the onset of the amnesia. Most amnesic patients also have an inability to gain new semantic memories, such as learning the meanings of new words (e.g., Gabrieli et al., 1988). Amnesic patients vary in the severity and extent of their retrograde amnesia, a loss of information gained prior to the onset of the amnesia. Retrograde losses of memory in amnesia are usually temporally graded, in that they are most severe for time periods closest to amnesia onset.
Global amnesias result from bilateral lesions to regions of the medial temporal lobe (MTL), the diencephalon, or the basal forebrain. Among these brain regions, MTL lesions occur most often and have been most intensively studied, such as in the case of patient H.M. (Scoville & Milner, 1957). Also, functional neuroimaging studies have had far greater success in visualizing MTL activation than either diencephalic or basal forebrain activations. Finally, experiments with rats and monkeys provide convergent evidence about the essential role of MTL structures in mammalian episodic memory (reviewed in Squire, 1992). Therefore, the present review focuses on the MTL structures that play an essential role in episodic memory.

The MTL memory system consists of multiple structures, differing in their neural cytoarchitecture and connectivity, that may be classified as belonging to three major regions: (1) the parahippocampal region, (2) the hippocampal region, and (3) the amygdala. High-level unimodal and polymodal cortical regions provide convergent inputs to the parahippocampal region, which is comprised of parahippocampal and perirhinal cortices (Suzuki & Amaral, 1994). The parahippocampal region provides major inputs to the hippocampal region, which is composed of the subiculum, the CA fields, and the dentate gyrus. Entorhinal cortex is variably classified as belonging to either the hippocampal or the parahippocampal region. The amygdala is located in the MTL, but appears to have a specialized role in episodic memory that is discussed later.

It is likely that all of the hippocampal and parahippocampal component structures make unique contributions to declarative memory. In monkeys and rats, different components of the MTL memory system mediate separable memory processes, but there is not yet a consensus about how best to characterize the different, specific contributions of the hippocampal and parahippocampal structures to episodic memory. In humans, postmortem analysis of MTL damage in patients with well characterized amnesias shows that damage restricted to a small part of the hippocampal region, the CA1 field, is sufficient to produce a clinically significant anterograde amnesia. More extensive damage to additional MTL structures aggravates both the severity of the anterograde amnesia and the temporal extent of the retrograde amnesia. When lesions extend beyond the hippocampal region to entorhinal and perirhinal cortices, retrograde amnesias extend back one or two decades (Corkin et al., 1997; Rempel-Clower et al., 1996).

Unilateral MTL lesions can produce material-specific amnesias (Milner, 1971). Left MTL lesions can selectively impair verbal memory, and right MTL lesions can selectively impair nonverbal memory (e.g., faces, spatial positions, maze routes, nonverbal figures). These asymmetries are thought to reflect the primarily ipsilateral (or intra-hemispheric) cortical inputs to the left and right MTL regions. Further, many of these
lesions include damage to adjacent temporal lobe neocortex and may reflect damage both to the MTL and to some of its cortical inputs.

Lesion findings have illuminated the importance of the amygdala in emotional aspects of human memory (reviewed in Phelps & Anderson, 1997). Because the amygdala is near the hippocampal formation, amnesic patients, such as H.M., often have damage to both structures. It was, therefore, difficult to distinguish between the specific mnemonic roles of these adjacent limbic structures. However, a rare congenital dermatological disorder, Urbach-Weithe syndrome, leads to mineralization of the amygdala that spares the hippocampal formation. In addition, the amygdala is resected for treatment of pharmacologically intractable epilepsy, although the resection usually involves additional MTL structures. Studies with these patients have allowed for a more direct examination of the consequences of amygdala lesions in humans.

Injury to the amygdala does not result in a global memory impairment, but rather in a specific reduction in how emotion modulates episodic memory. Normal subjects show superior memory for emotionally disturbing, relative to emotionally neutral, stimuli. An Urbach-Weithe patient shows normal memory for neutral slides, but fails to show the normal additional memory for the emotionally salient slides (Cahill et al., 1995). Patients with amygdala lesions also show deficits on other aspects of emotional perception and learning, including impaired perception of fearful or angry facial expressions (Adolphs et al., 1994) or prosody (Scott et al., 1997), and impaired fear conditioning (a form of implicit memory that is intact in amnesic patients without amygdala lesions) (Bechara et al., 1995; LaBar et al., 1995). In combination, these studies suggest that the amygdala plays a particular role in emotion, and how emotion enhances episodic memory.

FRONTAL LOBES Patients with lesions of the prefrontal cortex do not exhibit a severe or pervasive deficit in episodic memory (reviewed in Wheeler et al., 1995). Rather, they exhibit a specific and limited deficit on certain kinds of episodic memory tests. Episodic memory tasks differ in their strategic memory demands, that is, in how much retrieved memories must be evaluated, manipulated, or transformed. Recognition tests, in which studied items are re-presented along with novel distracter items, typically require the least amount of memory strategy or judgment because studied items can be identified relatively easily on the basis of stimulus familiarity. Patients with prefrontal lesions typically perform normally, or exhibit modest impairments, on recognition tests.

Other tests of episodic memory can require greater self-organization or greater detail for successful performance. Free recall tests require people to devise their own strategies for recollecting prior experiences. For example, one useful strategy for
improving recall of a list of words is to subjectively reorganize the words from the order in which they were presented into sets of semantically related words (such as fruits or vehicles). Patients with frontal lobe lesions, despite intact recognition memory, are impaired on free recall (Janowsky, Shimamura, Kritchevsky, et al., 1989) and exhibit deficits in the subjective organization that aids recall (Gershberg & Shimamura, 1995; Stuss et al., 1994). Such patients are also impaired on other tasks with self-organizational demands, such as self-ordered pointing (Petrides & Milner, 1982).

Other strategic memory tests present the studied items to participants, but require the retrieval of detailed temporal or spatial information from the episodes in which the items were encountered. Such tests include memory for source (who presented the information, where it was presented, which list it was presented in), temporal order (which item was presented more recently), or frequency (which item was presented more often). Patients with frontal lobe lesions can be intact on recognition memory but impaired on tests of source (Janowsky, Shimamura, & Squire, 1989), temporal order or recency judgments (Butters et al., 1994; Milner, 1971; Milner et al., 1991; Shimamura et al., 1990), and frequency judgments (Angeles Juardo et al., 1997; Smith & Milner, 1988).

The episodic memory impairments in patients with frontal lobe lesions may be contrasted with those in patients with amnesia due to MTL lesions. The amnesic patients are severely impaired on both nonstrategic recognition tests and strategic memory tests (and their impairments on the strategic tests are typically much worse). Precise comparisons between MTL and frontal lobe deficits are, however, difficult because amnesic patients are usually selected on the basis of their behavioral syndrome, have bilateral lesions, and often have extensive damage to the MTL region. In contrast, most patients with frontal lobe lesions are selected on the basis of their lesion location, have unilateral lesions, and have less extensive, and probably more variable, damage to the large frontal lobe region. Laterality asymmetries are sometimes observed for verbal vs. nonverbal materials on strategic memory tests (e.g., Milner, 1971) in patients with frontal lobe lesions, but they are often not evident. There has not been any evidence that left or right prefrontal lesions produce fundamentally different kinds of memory failures.

Patients with frontal lobe lesions are also impaired on a variety of nonmnemonic thinking capacities, including problem solving, response inhibition, and following rules (e.g., Miller, 1985; Milner, 1964). The deficits in strategic memory may reflect an impairment in the application of thought to demanding episodic memory tasks that demand self-organization or subtle discriminations. Patients with frontal lobe lesions sometimes exhibit a propensity to make false alarms, that is, to endorse foil or base-
line items as having been seen before (Schacter, Curran, et al., 1996). This, too, may be interpreted as a failure in judging what criterion should be used to distinguish between studied items and other items that are similar to the studied items.

FUNCTIONAL NEUROIMAGING OF EPISODIC MEMORY

This review focuses on fMRI and PET studies that examined activations associated with episodic memory. Because there is a substantial and convergent literature about the consequences of MTL and frontal lobe lesions for episodic memory, the present review focuses on those two brain regions. Many other regions have also been activated during episodic memory performance, including anterior cingulate regions, posterior midline regions (such as the cuneus and precuneus), temporal cortex, and the cerebellum (reviewed in Cabeza & Nyberg, 1997; Tulving et al., 1999).

As discussed above, functional neuroimaging studies have provided the first opportunity to distinguish between the neural bases of encoding and retrieval operations in the normal human brain. Therefore, the review is organized by studies that have focused on either the encoding or the retrieval of episodic memory. It would be of great interest to localize activations associated with consolidation and storage processes, but no experimental strategy has been devised so far to image what occurs between encoding and retrieval.

In any such review, a critical question concerns what degree of psychological resolution and anatomical resolution is appropriate. That is, what range of tasks and activation locations should be associated with each another or instead dissociated from each another? It is almost certainly the case that there are multiple encoding and retrieval processes. Further, encoding and retrieval activations are derived from comparison to one of many possible baseline or comparison conditions. Therefore, any given study will reveal activations associated with a particular set of encoding or retrieval processes and baseline comparisons. The goal of these studies, however, is to reveal processes that are likely used across a range of related tasks. Associating various studies may be useful in identifying processes that are used across multiple tasks.

Anatomical resolution refers to the precision of brain localization of activations associated with episodic memory performance. The precision of localization is limited in several ways. First, the hemodynamic basis of PET and fMRI probably warps the measured range of activation relative to the actual neural basis of encoding or retrieval. Second, most imaging studies of memory have used group averages that transform variable individual brain anatomies into a common space. Such transformation and averaging obscure anatomic precision. Third, it is unclear what level of anatomic precision is commensurate with present conceptual frameworks. The MTL
is comprised of multiple structures (reviewed above). The frontal lobes are large regions that include multiple gyri, Brodmann cytoarchitectural areas (BA), and an unknown number of functional regions within those areas.

For the main review below, I have taken an integrative approach, emphasizing commonalities across diverse experimental paradigms and across relatively broad anatomical regions. In the long run, the goal of both behavioral and neuroscience research is the identification of specific encoding or retrieval processes that are mediated by specific neural networks. At present, however, conceptual frameworks in memory research are quite modest. There is little sense of how many encoding and retrieval processes there are, or how they differ from one another, or how they are specifically mediated by components of the MTL or frontal lobe regions.

Visualizing the Encoding of Episodic Memories in Functional Neuroimaging

Many paradigms aimed at identifying activations associated with encoding experiences into long-term episodic memory can be described in terms of five categories.

Rest Comparisons Activation may be compared between an encoding condition in which stimuli are presented and a rest condition in which subjects do nothing. Such a comparison has the advantage that no psychological interpretation of the rest baseline is needed (or possible). There are, however, many processes that differentiate stimulus encoding from rest, including attention, perception, and motor control (eye movement); many of these processes may not be specifically related to episodic memory.

Processing Comparisons These studies vary encoding tasks while holding constant the nature of the stimuli. Such comparisons control for many attentional and perceptual processes. Activations are compared between encoding tasks that yield later superior memory for stimuli versus tasks that yield later inferior memory for stimuli. Encoding tasks can vary greatly in terms of influencing subsequent accuracy of memory. For example, given identical stimuli, semantic (also called deep or elaborative) encoding (e.g., answering a question about the meaning of stimuli) typically yields better memory than nonsemantic (also called shallow or nonelaborative) encoding (e.g., answering question about the appearances or sound of a stimulus) (Craik & Lockhart, 1972; Craik & Tulving, 1975). Self-reference tasks, in which subjects judge whether adjectives (e.g., “kind” or “smart”) apply to themselves, often yield the best later memory (Symons & Johnson, 1997), followed by generic semantic classifications, such as judging whether words refer to abstract or concrete entities or living or nonliving entities. Phonological tasks, such as rhyme judgments, yield intermediate levels of memory. Superficial judgments, such as judging whether a word is spoken by
a male or a female voice or whether a word is shown in uppercase or lowercase, yield the worst memory. A number of imaging studies have used these sorts of task manipulations to identify brain regions that show greater activation in the condition which yields greater memory. Other encoding manipulations that enhance later memory are easy (relative to difficult) simultaneous distracter tasks, and intentional encoding (in which subjects study items for a later memory test), relative to more passive incidental encoding (in which subjects process items without intending to remember them).

Encoding tasks need to be interpreted not only in terms of their consequences upon subsequent episodic memory performance, but also in terms of the specific processes underlying specific encoding operations. Thus, semantic encoding tasks actually reveal neural circuits involved in the retrieval of semantic memory required to answer questions about stimulus meaning (relative to their baseline). Therefore, imaging studies that vary the degree of semantic processing for other purposes, such as the study of language, may be reinterpreted in terms of episodic memory encoding. For example, an influential study of language processing compared conditions in which subjects either read presented nouns or generated a verb related to the presented noun (Petersen et al., 1988). Generating a word in response to the meaning of a cue requires greater semantic processing than merely reading a presented word. Tulving, Kapur, Craik, et al. (1994) pointed out that this language manipulation resembles the “generation effect” in episodic memory encoding; the finding that people remember words they generate better than words they read (Slamecka & Graf, 1978). Thus, encoding tasks that promote or demote later memory actually reflect a broad range of specific semantic and other psychological processes.

Further, each encoding comparison reveals a particular kind of encoding process rather than some generalized encoding process. This point can be illustrated by a limitation of the depth-of-processing framework known as the principle of encoding specificity (Tulving & Thomson, 1973) or transfer-appropriate processing (Morris et al., 1977). This principle arises from the observation that superior memory performance results from congruence between processes engaged at encoding and at retrieval. Thus, if the test-phase recognition test requires subjects to remember information about the sound or appearance of study-phase stimuli, subjects perform better after shallow than after deep processing (e.g., Morris et al., 1977). Under typical circumstances, subjects recall and recognize on the basis of meaning, so that semantic encoding yields superior memory. Nevertheless, the fact that the nature of the memory test can reverse the advantages and disadvantages of semantic versus nonsemantic encoding indicates that there are multiple kinds of encoding processes.

**Stimulus Comparisons**

A third approach to visualizing encoding-related processes is to compare activations between stimulus materials. In some studies, the tasks are held
constant. For example, one study contrasted the encoding of meaningful actions with that of less memorable meaningless actions (Decety et al., 1997). In other studies, various kinds of stimuli (words, faces, drawings) have been compared against a minimal perceptual control, such as fixation or a noise field. These comparisons have the disadvantage that there are many differences in both stimulus properties and encoding tasks across conditions. For example, the processing of a series of words relative to fixation involves differences in the perceptual nature of the stimuli, the variety of the stimuli, the attention paid to the stimuli, and the meaningfulness of the stimuli. Activations could reflect any one or any combination of these differences. Stimulus manipulations thus vary both stimuli and the kinds of processes associated with the stimuli. Stimulus manipulations can be useful for contrasting encoding processes associated with different classes of stimuli, either by comparison to a common baseline (e.g., Kelley et al., 1998; Martin et al., 1997) or by direct comparison between different kinds of stimuli (e.g., Wagner, Poldrack, et al., 1998). These sorts of studies have been used to ask whether encoding processes differ for words, pictures, faces, and patterns.

**Repetition Comparisons** A fourth approach to visualizing encoding processes has been comparison between novel stimuli, seen for the first time, and repeated stimuli that have become highly familiar due to prior presentations (e.g., Gabrieli, Brewer, et al., 1997; Stern et al., 1996; Tulving, Markowitsch, Kapur, et al., 1994). The logic underlying this comparison is that there is much more information to be encoded from a novel stimulus than from a familiar stimulus about which a great deal is already known. The advantage of this comparison is that it can hold both the encoding task and the stimulus class constant. This comparison, however, is not strictly one of encoding because appreciation of the familiarity of a previously presented stimulus depends upon the retrieval of memory gained in the prior presentations. Also, an activation could reflect a response to stimulus novelty per se that is not directly related to episodic encoding. Further, the comparisons of initial and repeated processing of a stimulus have been used to examine implicit memory in repetition priming (e.g., Demb et al., 1995; Gabrieli et al., 1996; Räichle et al., 1994; Wagner et al., 1997), a form of memory that is thought to be independent of episodic memory processes. Therefore, repetition-induced reductions in activation could signify either implicit or explicit memory processes.

**Correlations with Subsequent Memory** Two more approaches have been based on correlations between activity during encoding and accuracy of subsequent performance on a test of memory. These approaches have two major appeals. First, they hold both encoding tasks and stimulus materials constant (without introducing stimulus repetition). Second, there is a more direct relation between the magnitude of
encoding activation and the accuracy of subsequent episodic memory. These studies may constitute the most direct operationalization of episodic encoding.

Some studies have correlated activity across subjects, finding that subjects who show greater activation during encoding perform better on a later memory test (e.g., Cahill et al., 1996; Alkire et al., 1998). These studies cannot discern whether the between-subjects differences reflect state (e.g., subjects who are more alert) or trait (e.g., subjects who have superior memory) differences. Interpretation can be constrained, however, if the correlations are specific to a brain region or a stimulus category (e.g., Cahill et al., 1996; Alkire et al., 1998). Between-subject correlations will not reflect differences in the memorability of stimuli in a stimulus set because the stimuli are constant across subjects.

Other studies have correlated activity across items but within subjects by using event-related fMRI designs in which a separate activation is recorded during encoding for small sets of stimuli (e.g., Fernandez et al., 1998, 1999) or for each individual stimulus (e.g., Brewer et al., 1998; Wagner, Schacter, et al., 1998). Activations were compared between items that were encoded more successfully (i.e., were later remembered) or less successfully (i.e., were later forgotten). Because the critical comparisons are within subjects, activations are unlikely to reflect trait differences between subjects. Such activations could be driven by a particular stimulus dimension. For example, if half the stimuli in an event-related fMRI study were highly memorable and half were highly forgettable, then those stimulus properties would be expected to result in greater activation for the highly memorable stimuli (and to do so in a blocked design as well). That possibility can be evaluated by examining whether there is a great consistency in which stimuli are later remembered or forgotten. Even if there is considerable variability for which stimuli are remembered or forgotten, there must be some reasons why an individual finds various stimuli more or less memorable (i.e., interactions among subject traits, states, prior experience, and the stimuli).

For all of the above experimental designs, activations associated with superior encoding (between conditions, between subjects, or between trials) can reflect many sorts of processes, including attention, language, and motivation. Those processes may modulate the strength of encoding or be correlated, parallel processes that do not modulate episodic encoding.

**Visualizing the Retrieval of Episodic Memories in Functional Neuroimaging**

The constraints of functional neuroimaging have been more limiting for localizing activations associated with retrieval than with encoding. First, retrieval tests of free recall are difficult to administer in a controlled fashion because subjects vary widely in terms of the number of items recalled and the rate of recall. This uncontrolled variance also makes it difficult to design a suitable control condition. Thus, most imag-
ing studies have involved either cued recall or recognition because these tests allow for a controlled rate of response. FMRI introduces another constraint, because overt speech introduces movement artifacts. Subjects can perform covert cued recall (silently recall), but the accuracy of such performance cannot be measured. Therefore, fMRI studies have focused primarily on recognition.

Second, all PET studies and most fMRI studies have employed blocked designs in which activation is averaged or integrated over many trials of one kind grouped together. Statistical comparisons are then made between blocks. This blocking of stimulus types is in direct contrast to the typical design of recognition tests, in which previously studied (old) and not studied (new) items are randomly mixed together and subjects must decide whether each item is old or new. Blocked-design functional neuroimaging studies have had to group blocks of old items and blocks of new items separately, so that activations can be contrasted between memory judgments for old items (for which subjects have a study-phase episodic memory) and new items (for which subjects lack such a memory). In PET studies, blocking occurs across separate scans; in fMRI studies the blocking occurs in alternating but continuous stimulus sets and may be less apparent. Such blocking raises the concern that subjects develop strategies built around the long runs of similar items and identical responses, and that the imaging may reflect these secondary strategies rather than memory retrieval per se. Some experiments have attempted to diminish such strategies by including a limited number of old items among new items (or vice versa) so that subjects cannot assume all items in a block are of a kind (e.g., Gabrieli, Brewer, et al., 1997; Rugg et al., 1996; Squire et al., 1992). This design trades off some loss of activation differences (by diminishing the contrast between blocks) in order to discourage subjects from assuming that all items in a block are old or new.

Many paradigms aimed at identifying activations associated with retrieving experiences from long-term episodic memory can be described in terms of six categories (some of which are similar to encoding paradigms). There are, however, limitations on how much encoding and retrieval can be dissociated. Every stimulus presentation on a retrieval task requires stimulus encoding. For example, subjects reencode old study-phase stimuli and newly encode new (foil) test-phase stimuli as they make test-phase episodic memory judgments.

**Rest Comparisons** Some studies have compared activations between episodic retrieval and a rest condition in which subjects neither perceive stimuli nor perform any task. The limitations of such a comparison are reviewed above.

**Processing Comparisons** Some studies have compared activations associated with episodic retrieval (cued recall or recognition of items from a prior study phase) with
another kind of retrieval (most often semantic), holding the nature of the materials constant. For example, some studies have presented subjects with three-letter stems (e.g., STA). In one condition, the stems are the first three letters of a study-phase word (e.g., STAMP), and subjects attempt to recall the study-phase words. In the comparison condition, subjects complete other three-letter stems with the first word that comes to mind (silently, in an fMRI study). Other processing manipulations may compare episodic versus semantic retrieval to a cue (e.g., FRUIT), recognition versus semantic judgments, or recognition versus simple reading of words.

The logic of these comparisons is that stimulus class is held constant (e.g., stems or words) and activation is compared between episodic and nonepisodic retrieval. This comparison, however, involves two factors of interest: processes involved in making an episodic judgment and processes involved in retrieval of an actual episode. Both kinds of processes would be invoked when subjects make accurate judgments for previously seen stimuli, but only one kind would be invoked when subjects make episodic judgments about novel stimuli (in which case there are no episodic memories to be retrieved) or when subjects make incorrect judgments about previously seen stimuli (in which case episodic memories are not successfully retrieved).

Further, the memory status of stimuli (whether an item is old or new) may be held constant or varied between episodic and nonepisodic retrieval conditions. Prior presentation of a stimulus results in a number of brain changes related to multiple episodic and nonepisodic (implicit or procedural) memory mechanisms. Therefore, if one compares episodic judgments for old items to semantic judgments for new items, activations reflect both the differences in the kind of retrieval and all other consequences of prior presentation. The other consequences of prior presentation can be controlled by equating the ratios of new and old items shown for episodic and semantic judgments. This, however, raises the concern that incidental episodic retrieval will occur in the semantic condition as subjects note the re-presentation of studied stimuli. Thus, blocked processing manipulations vary both the nature of retrieval (episodic versus nonepisodic judgments) and the memory status (old or new) of stimuli in various ways that need to be considered for interpretation of a particular study.

**Memory Status Comparisons** Other studies have held constant the goal of intentional episodic retrieval, but varied the memory status of the stimuli. Thus, some studies have compared retrieval activations for previously studied items versus new items, or for items likely to be well remembered versus items less well remembered due to encoding manipulations (such as semantic versus nonsemantic encoding). Such comparisons can dissociate processes invoked by episodic memory judgments (which are held constant) and processes related to memory retrieval of actual episodes.
**Stimulus Comparisons** Although stimulus manipulations have been common in encoding studies, to date they have been rare in retrieval studies (e.g., Wagner, Poldrack, et al., 1998; McDermott et al., 1999). In part, this may be due to concern that such a comparison would include differences due both to the encoding (processing) of different kinds of stimuli and to retrieval.

**Correlations with Retrieval Performance** Activations can be correlated with episodic retrieval accuracy across subjects or, in event-related designs, retrieval accuracy across items.

**Retrieval Comparisons** Some studies vary retrieval demands across different kinds of episodic memory tasks. These studies are motivated by the findings (reviewed above) that frontal lobe lesions have disproportionate effects upon strategic memory judgments (recall, temporal order, source) relative to nonstrategic recognition memory judgments. The designs of these studies pose some challenges. First, strategic memory tasks are typically more difficult than nonstrategic memory tasks (e.g., recall is typically far less accurate than recognition). Thus, differences between conditions may result from different levels of accuracy (i.e., the actual number of episodic retrievals) rather than different kinds of retrieval. One approach to this problem is to equate performance by providing extra study for the material to be recalled (e.g., Cabeza, Kapur, et al., 1997). The risk with this approach is that it may be the differential difficulty that accounts for the necessity of frontal involvement in strategic memory performance. If so, the training procedures involved in equating performance would actually eliminate the need for strategy at retrieval.

Second, recognition judgments typically require a discrimination between old and new items, whereas recency or source judgments require a discrimination between two old items (such as which was seen more recently or which was shown in the first list). Thus, an activation difference between recognition and more strategic memory judgments could reflect either the memory status of items (for example, a mixture of old and new items versus all old items) or the kind of retrieval. In blocked designs, this problem can be approached in several ways. For example, one can present three stimuli (two old and one new) and have subjects select the new one on recognition trials and the most recently seen one (or one from a particular source) on strategic retrieval trials.

**An Overview of MTL and Frontal Lobe Activations Associated with Episodic Memory Encoding and Retrieval**

On the basis of neuropsychological studies with patients, it would be expected that episodic memory tasks (encoding and/or retrieval) would consistently yield MTL acti-
vations (because MTL lesions result in global amnesia), whereas the same tasks would yield more subtle and variable frontal lobe activations (and perhaps none at all for recognition memory tests). In fact, the results have been the reverse: nearly all published studies report robust frontal lobe activations during episodic encoding or retrieval, and many studies fail to observe MTL activations even when frontal activations are obtained (e.g., Craik et al., 1999; S. Kapur et al., 1994; Shallice et al., 1994; Tulving, Kapur, Markowitsch, et al., 1994). If imaging findings had preceded lesion findings, we would have concluded that prefrontal cortex is essential for episodic memory and MTL structures play a limited role (the exact opposite of lesion consequences).

The frequent absence of MTL activations during episodic memory performance has been interpreted in a number of ways. First, imaging methods, especially fMRI, have modest power to detect signals relative to background noise. Even statistically reliable MTL activations reflect mean signal changes of around 1%. Measurement is weakened for structures that are deep in the brain (as opposed to surface cortex) and for structures near ventricles (as is the case for MTL structures adjacent to the posterior horn of the lateral ventricle). Also, the vascular organization of MTL regions may be disadvantageous for PET or fMRI measures. Therefore, the absence of MTL activation could reflect the weakness of functional imaging measurement. Alternatively, an absence of activation could reflect the actual nature of MTL neural processes. Some MTL structures may be constantly active, and therefore not show differences between experimental conditions. Alternatively, neural coding could be very fine-grained, below the spatial resolution of PET or fMRI. However, many studies have found MTL activations during encoding or retrieval of episodic memories, and these are reviewed below.

MTL Activations during Encoding of Episodic Memories

Rest Comparisons  MTL activations have been observed for the encoding, relative to rest, of visual patterns (Roland & Gulyas, 1995) and of faces (N. Kapur et al., 1995).

Processing Comparisons  Greater MTL activation is consistently associated with encoding conditions that enhance later memory. Greater MTL activation has been found for deep (semantic) than for shallow (nonsemantic) encoding tasks for words (Vandenberghe et al., 1996; Wagner, Schacter, et al., 1998) and for line drawings (Henke et al., 1997; Vandenberghe et al., 1996). Greater MTL activation has also been found for intentional memorization, relative to incidental processing, of words (S. Kapur et al., 1996; Kelley et al., 1998), faces (Haxby et al., 1996; Kelley et al., 1998), and figures (Schacter et al., 1995).
Stimulus Comparisons  Stimuli that are more memorable often elicit greater MTL activation at encoding than stimuli that are less memorable. There was greater MTL activation during the encoding of more memorable meaningful actions than of less memorable meaningless actions (Decety et al., 1997). MTL activations have occurred for the encoding of stimuli, relative to little or no encoding for fixation, noise fields, or false fonts. Such activations have been observed for words (Kelley et al., 1998; Martin et al., 1997; Price et al., 1994; Wagner, Schacter, et al., 1998), nonsense words (Martin et al., 1997), meaningful line drawings (Kelley et al., 1998; Martin et al., 1997; Wiggs et al., 1999), meaningless line drawings (Martin et al., 1996, 1997), and faces (Kelly et al., 1998). Asymmetrical activations are often noted, with greater left-lateralized activation during encoding of verbal stimuli (Kelley et al., 1998; Martin et al., 1997), and greater right-lateralized activation during encoding of nonverbal stimuli such as faces (Kelley et al., 1998) and nonsense objects (Martin et al., 1996, 1997).

Repetition Comparisons  MTL activations have occurred for novel stimuli relative to repeated stimuli that have become highly familiar due to prior presentations (i.e., when there is more novel information to be encoded). Such novelty-driven activations have been found for scenes (Gabrieli, Brewer, et al., 1997; Stern et al., 1996; Tulving et al., 1996), words (Kopelman et al., 1998), object-noun pairs (Rombouts et al., 1997), and word pairs (Dolan & Fletcher, 1997). The scene activations are typically bilateral, whereas the verbal activations are often left-lateralized.

Correlations with Subsequent Memory  Both between-subject and within-subject studies have found that greater MTL activation at encoding is associated with superior memory at retrieval. A PET study found a positive correlation between subjects’ MTL activation while listening to unrelated words and free recall for the words 24 hours later (Alkire et al., 1998). Neuropsychological evidence (reviewed above) indicates that the amygdala has a particular role in emotional aspects of memory. Convergent PET studies have found that greater amygdala activation at encoding is correlated with superior recall for emotional, but not for neutral, film clips (Cahill et al. 1996), and with superior recognition for both negative and positive scenes (Hamann et al., 1999).

Two fMRI studies examined the correlation between MTL activity averaged across the encoding of small sets of six words and subsequent free recall or stem-cued recall for those sets of words (Fernandez et al., 1998, 1999). In both cases, there was a positive correlation between MTL activity during the encoding of sets of words and subsequent recall or cued recall for the sets.

Perhaps the most precise correlations between MTL activity and episodic encoding were found in two event-related fMRI studies that measured activations in response to events of interest.
to individual scenes (Brewer et al., 1998) and to individual words (Wagner, Schacter, et al., 1998). After scanning, subjects in both studies received recognition tests in which they judged whether scenes or words were old or new. If a stimulus was judged as being old, subjects than classified their judgment as being more certain or less certain. Thus, each picture or word could have three mnemonic fates: to be well remembered, to be modestly remembered, or to be forgotten (items that subjects had seen at encoding but classified as new at test). Both studies found greater MTL activation during the encoding of individual words or scenes that were well remembered than of words or scenes that were subsequently forgotten. In addition, MTL activation for scenes modestly remembered was intermediate between that for well remembered scenes and forgotten scenes. Thus, the degree of MTL activation during study appears to reflect the success or failure of encoding episodes into long-term memory. These effects were bilateral for the scenes and left-lateralized for the words.

Summary MTL activation is consistently associated, across many different paradigms, with superior encoding of episodic memories between conditions, between subjects, or between items. Material-specific effects are often observed with left-lateralized activations for verbal stimuli, right-lateralized activations for nonverbal stimuli, and bilateral activations for stimuli that are nonverbal but easily described by words, such as scenes or drawings of common objects.

MTL Activations during Retrieval of Episodic Memories

Rest Comparisons MTL activations occur during episodic retrieval, relative to rest, for spatial information (Ghaem et al., 1997), words (Grasby et al., 1993), faces (N. Kapur et al., 1995), and visual patterns (Roland & Gulyas, 1995).

Processing Comparisons MTL activations have occurred for episodic retrieval relative to matched nonepisodic lexical or semantic verbal retrieval tasks (e.g., Blaxton, Bookheimer, et al., 1996; Schacter, Alpert, et al., 1996; Schacter, Buckner, et al., 1997; Squire et al., 1992). MTL activations have also been found for episodic retrieval relative to simply viewing stimuli without performing any prescribed task; such activations have occurred for figural (Schacter et al., 1995; Schacter, Uecker, et al., 1997) and spatial (Maguire et al., 1996) materials. The laterality effects are less consistent than for the comparable encoding tasks.

Memory Status Comparisons MTL retrieval activations also occur when subjects are constantly making episodic memory judgments, but the memory status of the stimuli varies across conditions. In some experiments, all the materials correspond to study-phase items, but accuracy is greater in one condition than in another due to study-phase encoding manipulations. In these studies, MTL activation is greater in
the test-phase condition that yields superior memory performance for words (Rugg et al., 1997; Schacter, Alpert, et al., 1996). In other experiments, memory judgments are compared between studied items and new items (for new items, even when judgments are highly accurate, there is no relevant episodic memory that can be retrieved). These studies find greater MTL activation during episodic memory judgments for old than for new items, and this difference is evident for a wide range of verbal (Fuji et al., 1997; Gabrieli, Brewer, et al., 1997; Nyberg et al., 1995), figural (Gabrieli, Brewer, et al., 1997; Schacter et al., 1995; Schacter, Uecker, et al., 1997), and spatial (Maguire et al., 1998) materials. In many of these studies, subjects were accurate in identifying new items (correctly rejecting the items as not having been presented in the study phase). Therefore, the activations reflected actual retrieval of memory from a prior episode rather than the accuracy of the memory judgment.

**Correlations with Retrieval Performance** One PET study examined the relation between MTL activation and recognition memory accuracy for words (Nyberg, McIntosh, et al., 1996). Across subjects, greater left anterior MTL activation during retrieval correlated positively with greater recognition memory accuracy. An event-related fMRI study found greater posterior MTL activation for words well recollected from a prior study phase than for new words correctly identified as not having been seen in the study phase (Henson et al., 1999).

**Summary** In combination, the above studies indicate that MTL activation is consistently associated with successful retrieval of episodic memories rather than with the attempt to retrieve memories, the re-presentation of study-phase stimuli, or the accuracy of memory judgments.

**Frontal Lobe Activations during Encoding of Episodic Memories**

**Rest Comparisons** Relative to rest, many different tasks that involve verbal encoding invoke activation of left prefrontal cortex, including word generation on the basis of semantic cues (Warburton et al., 1996; Wise et al., 1991) and word generation on the basis of lexical cues (Buckner et al., 1995).

**Processing Comparisons** When stimuli are held constant, greater left prefrontal activation commonly occurs for encoding tasks that promote subsequent episodic memory. Most such studies have involved verbal material. Generating words, relative to reading words, results in left prefrontal activations (Frith et al., 1991; Klein et al., 1995; Petersen et al., 1988; Raichle et al., 1994), as does generating the colors or uses of objects relative to the names of objects (Martin et al., 1995). Similar findings occur when intentional encoding of words is compared to incidental tasks, such as simply
reading words (S. Kapur et al., 1996; Kelley et al., 1998). Intentional, relative to incidental, encoding of faces, however, results in greater right prefrontal activation (Kelley et al., 1998). Semantic tasks (such as abstract/concrete or living/nonliving judgments or self-reference judgments) yield left-lateralized prefrontal activations relative to nonsemantic tasks (such as orthographic or phonological judgments) (e.g., Craik et al., 1999; Demb et al., 1995; Desmond et al., 1995; Démonet et al., 1992; Gabrieli et al., 1996; S. Kapur et al., 1994; Poldrack et al., 1999; Wagner et al., 1997). Left prefrontal activations are apparent when attention to a study list is distracted by an easier secondary task relative to a more difficult secondary task (Shallice et al., 1994; Fletcher et al., 1995), and when subjects need to engage in more semantic organization of a study list (Fletcher et al., 1998). Phonological tasks yield more left prefrontal activation than orthographic tasks (Craik et al., 1999; Poldrack et al., 1999; Rumsey et al., 1997; Shaywitz et al., 1995).

These activations vary in their precise locations. Most activations include the left inferior frontal gyrus, but some occur in the middle frontal gyrus. Within the left inferior frontal gyrus, phonological processes tend to be associated with more posterior and dorsal activations (BA areas 44/45), and semantic processes with more anterior and ventral activations (BA areas 45/47) (reviewed by Fiez, 1997; Poldrack et al., 1999). Lesser right frontal activations are often observed, especially in fMRI studies.

In almost all of these studies, the condition that yields superior encoding also requires a longer response or processing time. For example, semantic judgments typically require more time than phonological or orthographic judgments. This raises the possibility that left prefrontal activations reflect the duration of encoding rather than the kind of encoding (with longer durations yielding greater activations). One study (Demb et al., 1995) compared semantic encoding to a nonsemantic encoding task that required a longer time for response. The semantic task still resulted in left prefrontal activation and in superior later memory. This result indicates that left prefrontal activations reflect differences in the kind of encoding brought to bear upon a stimulus, rather than simply the duration of encoding.

There are few processing comparisons involving nonverbal materials. One study compared the intentional encoding of faces to an incidental face-matching task, and found a left prefrontal activation (Haxby et al., 1996). The lateralization stands in marked contrast to the right-lateralized activations reported in stimulus comparison studies reviewed below. The findings, however, are not directly contradictory in several regards. First, the material-specific activations in stimulus comparison studies occur in a prefrontal location posterior to that reported in the processing comparison study. This suggests that different encoding processes are being localized in the stimulus versus processing comparisons. Second, the left-lateralized encoding activation
for faces occurred in the same region that is often activated in the verbal processing comparisons reviewed above. This raises the possibility that the left-lateralized activation for face encoding reflects verbal processes being recruited to aid the encoding. This possibility is supported by another study from Haxby et al. (1995) that examined the retention of memory for unfamiliar faces for either a short (1 sec) or long (6 sec) duration. Short retention resulted in bilateral frontal activation, whereas long retention resulted in only left activation. The longer retention period may have promoted verbal encoding for the faces.

Three other studies have directly compared the intentional encoding and retrieval of episodic memories for nonverbal information. Such a comparison includes a stimulus-repetition comparison as items are encoded at study and then reencoded at test as a component of making an episodic memory judgment. In one study (Klingberg & Roland, 1998), there was greater right prefrontal activation (in the posterior BA 6/44 region) for encoding meaningless pairs of visual patterns and sounds relative to retrieval of those pairs. In a pair of related studies (Owen et al., 1996a, 1996b), there was greater left prefrontal activation for encoding than for retrieving both object locations and object features (e.g., one chair versus another, similar chair), and greater bilateral prefrontal activations for encoding than for retrieving spatial locations.

**Stimulus Comparisons** Left prefrontal activations occur when verbal tasks are compared to fixation or other baseline tasks in which little information is likely to be encoded. Left prefrontal activations are seen for generation of words on the basis of lexical cues (Buckner et al., 1995), semantic decisions (Démonet et al., 1992), reading words (Herbster et al., 1997; Martin et al., 1996), lexical decisions (Price et al., 1994; Rumsey et al., 1997), phonetic discrimination (Zatorre et al., 1996), and passive viewing of words (Bookheimer et al., 1995; Menard et al., 1996; Petersen et al., 1990; Price et al., 1994). As reviewed above, there tends to be some segregation between semantic and phonological activations (Poldrack et al., 1999).

Stimulus comparison studies have examined hemispheric asymmetries for activations associated with verbal and nonverbal materials. Intentional encoding for words yielded left prefrontal activations relative to intentional encoding for textures (Wagner, Poldrack, et al., 1998), intentional encoding for faces (McDermott et al., 1999), and visual fixation (Kelley et al., 1998). Intentional encoding for faces yielded, conversely, right prefrontal activations relative to fixation (Kelley et al., 1998) and to intentional encoding for words (McDermott et al., 1999). Intentional encoding for textures, relative to words, also resulted in right prefrontal activation (Wagner, Poldrack, et al., 1998). Intentional encoding for famous faces and line drawings of common objects or animals yielded bilateral prefrontal activation relative to fixation.
Thus, the intentional encoding of verbal material is associated with left prefrontal activation, the intentional encoding of nonverbal material (faces, textures) with right prefrontal activation, and the intentional encoding of material that is nonverbal but linked to verbal knowledge (the names of famous people or common objects) with bilateral prefrontal activation. The most consistent locus of material-specific encoding activations has been in a relatively posterior prefrontal region (BA 6/44).

Repetition Comparisons One study (Gabrieli, Brewer, et al., 1997) has compared initial versus repeated encoding of stimuli in the context of episodic memory. For scenes, there was greater right prefrontal activation for novel than for repeated encoding (responses in anterior left prefrontal cortex were not measured). The multiple studies examining verbal repetition priming, however, may be conceptualized as repetition comparisons between initial and repeated encoding. In these studies, subjects encode and later reencode the same stimuli. The measure of priming is how much faster or how much more accurately the stimuli are reencoded relative to their initial encoding. Indeed, studies that include both a processing comparison of encoding and a repetition priming measure of reencoding show that the activations occur in the same left prefrontal locus (Gabrieli et al., 1996; Raichle et al., 1994). For all priming studies, there is greater left prefrontal activation for initial than for repeated encoding of stimuli, including repeated abstract/concrete judgments for words (Demb et al., 1995; Gabrieli et al., 1996), repeated verb generation (Raichle et al., 1994), and repeated living/nonliving judgments for words and for line drawings (Wagner et al., 1997).

Correlations with Subsequent Memory Greater right prefrontal activation occurred for encoding scenes that would later be remembered than for scenes that would later be forgotten (Brewer et al., 1998). Greater left prefrontal activation occurred, both posteriorly in BA 6/44 and anteriorly in BA 45/47, during encoding for words that would later be well remembered than for words that would later be forgotten (Wagner, Schacter, et al., 1998). Greater left prefrontal activation also occurred for words that would later be distinctly recollected as having been seen in the study phase than for words that were classified as having been seen in the study phase but were not distinctly recollected (Henson et al., 1999).

Summary Prefrontal cortex appears to play a consistent role in the modulation of episodic memory encoding. Left prefrontal activations, in several different regions, are consistently associated with superior encoding of episodic verbal memories between conditions and between items. Left prefrontal activations have also been associated with enhanced memory for nonverbal stimuli, namely faces; these activations may reflect verbal encoding processes being applied to nonverbal materials. There is
prefrontal asymmetry for the encoding of verbal and nonverbal materials, with right-lateralized activations for the encoding of nonverbal materials (in a variety of comparisons) and greater right prefrontal activations for successfully encoded than unsuccessfully encoded scenes. There appears to be a more posterior set of bilateral encoding activations (BA 6/44) that are especially sensitive to the nature of the stimulus materials, and a more anterior, left-lateralized set of encoding activations (BA 45/47) that are sensitive to semantic processing.

Frontal Lobe Activations during Retrieval of Episodic Memories

**Processing Comparisons** Right prefrontal activations occur consistently when subjects make episodic retrieval judgments for verbal materials relative to semantic tasks such as word generation (Buckner et al., 1995; Schacter et al., 1996; Shallice et al., 1994; Squire et al., 1992), word reading or repetition (Buckner et al., 1996; Fletcher et al., 1998; Nyberg et al., 1995; Petrides et al., 1995; Wagner, Desmond, et al., 1998), word fragment completion (Blaxton, Bookheimer, et al., 1996), word-pair reading (Cabeza, Kapur, et al., 1997), semantic judgments (S. Kapur et al., 1995; Tulving, Kapur, Markowitsch, et al., 1994), or a perceptual task (Rugg et al., 1996). Right prefrontal activations are also evident when subjects make episodic memory judgments for nonverbal materials, such as faces (relative to face matching, Haxby et al., 1993, 1996), and object identity or location (relative to object matching, Moscovitch et al., 1995; and relative to object-location encoding or location encoding, Owen et al., 1996a).

The right prefrontal activations in these studies, and the ones reviewed below, have clustered in two distinct regions: a posterior area (BA 9/46) and an anterior area (BA 10). Some studies obtain both activations, whereas others obtain one or the other. These activations likely reflect two different sets of processes related to episodic memory retrieval, but there is no strong evidence about what distinguishes the two processes. Also, many verbal episodic retrieval tasks report additional left prefrontal activations (e.g., Blaxton, Bookheimer, et al., 1996; Buckner et al., 1995; S. Kapur et al., 1995; Petrides et al., 1995; Rugg et al., 1996; Schacter, Alpert, et al., 1996; Tulving, Kapur, Markowitsch, et al., 1994).

**Memory Status Comparisons** These studies aimed to characterize the contribution of prefrontal regions to episodic memory judgments by having subjects always make episodic memory judgments but varying the memory status of the stimuli across conditions. Some studies have compared activations between episodic judgments for old (studied) items and episodic judgments for new (baseline) items, or between well remembered versus poorly remembered study-phase items. Activation for well
remembered study-phase items, relative to either new or poorly remembered items, would reflect processes associated with the actual retrieval of a relevant episodic memory. The term “retrieval success” has been used to denote such processes. In contrast, an absence of differences between conditions would suggest that prefrontal activations reflect processes related to making episodic judgments (“retrieval attempt” or “retrieval mode”) regardless of whether items are old or new, well or poorly remembered.

Several studies have found greater right prefrontal activations associated with episodic judgments for old (studied) items than for episodic judgments for either new (not studied) items or old items that were poorly remembered due to encoding manipulations (Buckner, Koutstaal, Schacter, Wagner, et al., 1998; Rugg et al., 1996; Tulving, Kapur, Markowitsch, et al., 1994; Tulving et al., 1996). In contrast, other studies have found that right prefrontal activations are similar during episodic memory judgments for items well remembered, poorly remembered, or not previously studied (e.g., S. Kapur et al., 1995; Nyberg et al., 1995; Rugg et al., 1997; Wagner, Desmond, et al., 1998). Thus, results have been divided between the retrieval success and retrieval attempt hypotheses.

The conclusions of these studies appear to be in conflict, but closer examination of the findings suggests some resolutions (discussed in Rugg et al., 1996; Wagner, Desmond, et al., 1998). For example, some PET studies presented materials in scans that were either predominantly old or predominantly new (e.g., Tulving, Kapur, Markowitsch, et al., 1994; Tulving et al., 1996). Subjects were asked to identify the infrequent new among the old (or the infrequent old among the new) items, and thus were warned about the imbalance of old and new items in each set of stimuli. There was greater right prefrontal activation during the identification of the infrequent new items among the old items than of the infrequent old items among the new items. An fMRI study employed a similar design, but varied whether subjects were warned or not warned about the imbalance of new and old items (Wagner, Desmond, et al., 1998). There was greater right prefrontal activation for predominantly old than for new items only when subjects were warned about the imbalance (as in the PET studies). No difference was observed for predominantly old or new items when subjects were not warned about the imbalance. Thus, at least some of the PET findings of greater activation during episodic memory judgments for old versus new items may reflect the strategic use of knowledge about the imbalance of items rather than the memory status per se of old versus new items.

**Stimulus Comparisons** Three fMRI studies have compared activations for the retrieval of verbal versus nonverbal information. One study (Wagner, Desmond, et al.,
compared activations during episodic judgments for words versus textures. There was predominantly left-lateralized prefrontal activation for episodic retrieval of words relative to textures, and predominantly right-lateralized prefrontal activation for episodic retrieval of textures relative to words. The exception was greater right anterior (BA 10) activation during recognition judgments of words relative to textures. One interpretation of this exception is that recognition judgments for words involve greater discrimination for the study-phase episode because all the words are familiar from many prior experiences. In contrast, novel stimuli, such as textures, do not require such episodic discrimination: if a texture seems familiar, it is likely to have been seen in the study phase.

Because this study compared episodic judgments for words relative to textures, it could not identify regions that were involved in both kinds of episodic judgments. A subsequent study (Gabrieli, Poldrack, & Wagner, 1998) included a fixation condition, and this study showed that right prefrontal areas were activated during episodic judgments for both words and textures. Another study compared prefrontal activation for words versus novel faces (McDermott et al., 1999). Retrieval activations in the inferior frontal gyri (BA 6/44) were lateralized mainly by material: greater on the left for words and greater on the right for faces. Retrieval for both words and faces activated right anterior cortex (BA 10). In combination, these studies suggest that the posterior prefrontal activations may reflect material-specific retrieval processes, whereas the anterior activation (BA 10) may reflect processes more related to the recollection of a particular episode.

Correlations with Retrieval Performance Two event-related fMRI studies have examined retrieval-related activations on an item-by-item basis. One study (Buckner, Koutstall, Schacter, Dale, et al., 1998) found both left posterior and right anterior prefrontal activations during episodic memory judgments for both old (studied) and new (not studied) word judgments. There were, however, no differences in the responses between old versus new words. This result is consistent with the retrieval attempt rather than the retrieval success interpretation of right prefrontal activations associated with episodic retrieval.

An unexpected finding, however, related to the time course of the hemodynamic responses to the single words. Most activations, including the one in left prefrontal cortex, exhibited the typical slow rise and fall in MR signal that peaked about 4 sec after word presentation and response. The right anterior activation, in contrast, exhibited a delayed rise that was sustained for 10 sec or more (similar to Schacter, Buckner, et al., 1997). This unusual response could reflect vascular rather than neural processes. More likely, it reflects a late-occurring psychological process. It may reflect...
metamemory verification or monitoring processes that evaluate the outcomes of retrieval searches in memory (Rugg et al., 1996). Alternatively, it may reflect processes constructing a retrieval mode in preparation for the next episodic memory judgment (Buckner, Koutstall, Schacter, Dale, et al., 1998).

The other event-related fMRI study (Henson et al., 1999) examined differences in activation during correct memory judgments for old and new words. For words classified as old, participants had to classify their subjective experience as one in which they had a distinct recollection of the episode in which the word had been presented (“remember” responses) or as one in which they thought the word had been presented but lacked any recollection of a specific episode (“know” responses). Left prefrontal activations, anterior and posterior, were observed for well remembered relative to new words, and, in a more superior left prefrontal locus, for “remember” relative to “know” responses. Neither comparison resulted in any right prefrontal activations. When “know” responses were compared to new responses, there were bilateral posterior prefrontal activations. This complex pattern of results does not favor the view that activation in right prefrontal regions reflects retrieval success, because the most successfully retrieved memories (“remember” responses) failed to activate right prefrontal cortex in any comparison. Rather, the results support the view that there are several distinct areas, in both left and right prefrontal cortices, that make different contributions to episodic retrieval.

Retrieval Manipulations  Several imaging studies have compared activation during episodic retrieval on strategic tasks (recall, temporal order, and source) that are often failed by patients with frontal lobe lesions versus nonstrategic recognition memory tasks that are rarely failed by such patients. One study (Cabeza, Kapur, et al., 1997) equated recall and recognition accuracy for word pairs by providing extra study of the pairs to be recalled, and compared activation for recall and recognition. Relative to reading unstudied words, both recall and recognition activated right prefrontal regions. Although many brain regions were more activated for recall relative to recognition or for recognition relative to recall, there were no differences in frontal activation. One possibility is that the additional study for the word pairs to be recalled eliminated the differential contribution of prefrontal cortex for recall (which is usually far less accurate than recognition when study is held constant).

A PET study contrasted item memory (judging which of two words had been seen in a study list) and temporal-order memory (judging which of two words, both from the study list, appeared later in the study list) (Cabeza, Kapur, et al., 1997). The critical findings were that temporal-order judgments, relative to item judgments, yielded greater bilateral prefrontal activations, whereas item judgments yielded greater bi-
lateral medial temporal activations. These results parallel lesion evidence about the essential roles of MTL and frontal regions, respectively, in item and temporal-order memory.

An event-related fMRI study (Nolde, Johnson, & D’Esposito, 1998) contrasted item memory and source memory. Four subjects saw words and nameable objects (line drawings) in a study phase. At test, subjects saw only words (either the words seen before or the names of the objects) and made either old/new item recognition judgments or source judgments. For the source judgments, subjects had to determine whether test-phase words had been presented as a study-phase word, study-phase picture, or not at all (new). Item and source activations were compared against fixation. There was right prefrontal activation for both item and source judgments, but activation was similar for both judgments. In contrast, left prefrontal activations tended to be greater for the source than for the item judgments.

Nolde, Johnson, and Raye (1998) reviewed episodic retrieval activations in order to examine when left prefrontal activations were likely to occur in addition to the right prefrontal activations that occur ubiquitously for episodic retrieval. They noted that retrieval-related activations in the frontal lobes were typically right-lateralized in forced-choice (multiple-choice) recognition, and bilateral in single-item yes/no or old/new recognition. For cued recall tests, activations were right-lateralized when retrieval demands were relatively easy (e.g., there was a strong cue-target relation, the pairs had been very well learned, all the cues had been presented at study). Activations were bilateral when the cued recall was more complex or difficult (e.g., unstudied cues were also presented, pairs were less well learned). The studies reviewed by Nolde et al. varied in many ways, but it is clear that left prefrontal activations often occur during retrieval, and that these activations tend to occur as the retrieval demands become more challenging.

Summary Perhaps the most unexpected finding in the functional neuroimaging of episodic memory has been a consistent right prefrontal activation that occurs for all sorts of materials (verbal, nonverbal) and all sorts of memory tests (recall, recognition, etc.). Some studies suggest that the right prefrontal activations reflect successful retrieval, but other studies find that the activations are unrelated to successful retrieval and occur whenever subjects attempt to retrieve. The variability of the relation between right prefrontal activations and successful retrieval stands in sharp contrast to the consistency of that relation in MTL activation studies. The weak relation between right prefrontal activation and retrieval accuracy is, however, consistent with the minimal effect of prefrontal lesions on recognition memory accuracy. The observation that strategic memory judgments (temporal order, source) yield more
extensive, bilateral frontal activations may be consistent with the consequences of prefrontal lesions on these sorts of memory tasks.

Posterior prefrontal areas show material-specific activations during episodic retrieval: left-lateralized activations are associated with the retrieval of verbal materials, and right-lateralized activations are associated with the retrieval of nonverbal materials (faces, textures). Anterior prefrontal activations appear to be more related to material-independent retrieval processes associated with memory tests requiring greater temporal and spatial precision.

ISSUES

Current Issues and Questions

There are many unsettled issues and questions about how the brain encodes and retrieves episodic memories. One major issue concerns the characterization of the roles of brain regions other than the MTL or prefrontal cortex in episodic memory. Many activations have been noted during episodic encoding or retrieval in these other brain regions, but there have been few systematic studies aimed at elucidating the mnemonic processes signified by those activations. Because the above review has focused on the MTL and frontal regions, however, I will discuss a few current questions and issues pertaining to those brain regions.

Questions about the MTL and Episodic Memory

There is remarkable agreement among functional imaging studies in finding that MTL activations are associated with successful encoding and retrieval of episodic memories (although the frequent absence of MTL activations is not understood). The major current topic concerning MTL activations is the elucidation of more precise relations between specific MTL structures and specific episodic memory processes (besides the amygdala’s specific role in the emotional modulation of memory). Most imaging studies have examined either episodic encoding or episodic retrieval. One fMRI study (Gabrieli, Brewer, et al., 1997) examined both encoding and retrieval in the same participants, and found evidence for a dissociation between MTL areas activated for episodic encoding versus episodic retrieval. That study observed an encoding activation for novel relative to repeated scenes in a posterior MTL region (parahippocampal cortex), and a retrieval activation for word-cued memory of line drawings in a more anterior MTL region (subiculum). There were many possible interpretations of these findings, but they indicated that functional imaging studies could go beyond merely noting the presence or absence of MTL activations. Rather, imaging studies could provide infor-
information on the organization of multiple episodic memory processes within anatomic components of the MTL system.

Reviews of functional imaging studies have shown that the anatomic organization of MTL episodic memory processes is much more complex than a simple anterior/posterior retrieval/encoding distinction. A review of 52 PET studies (Lepage et al., 1998), which included 22 encoding and 32 retrieval activations, noted the exact opposite pattern: 91% of encoding activations were predominantly anterior and 91% of retrieval activations were predominantly posterior in the MTL region. A subsequent review (Schacter & Wagner, 1999) included both fMRI studies and additional PET studies. The more extensive review of PET studies found that 58% of encoding activations occurred in anterior MTL and 80% of retrieval activations occurred in posterior MTL. PET and fMRI studies tended to differ in terms of the locus of MTL encoding activations, with fMRI studies consistently reporting posterior (parahippocampal cortex or caudal hippocampus) activations (e.g., Aguirre et al., 1996; Brewer et al., 1998; Fernandez et al., 1998; Kelley et al., 1998; Rombouts et al., 1997; Stern et al., 1996; Wagner, Schacter, et al., 1998).

The differences in the above studies and reviews may reflect several factors. One factor relates to the advantages and disadvantages of PET versus fMRI techniques. The MTL region, especially its anterior extent, is susceptible to artifacts for fMRI, but not for PET, measures. Some fMRI studies may be failing to identify anterior MTL encoding activations. On the other hand, as typically performed, fMRI may be more precise in its mapping of activations onto anatomy. Single-subject fMRI activations can be mapped relatively easily onto an individual’s structural MRI. Most PET studies report only group averages and have to align activations across imaging modalities. Despite these methodological differences, PET and fMRI studies have yielded concordant findings in many brain regions. It may be that the difficulties of imaging MTL activations (noted earlier) reveal methodological limitations of one or both methods.

A more theoretically interesting factor is the possibility that there are multiple processes engaged during episodic encoding and during episodic retrieval. Most of the differences across studies, then, would not reflect imaging methodologies but instead the specific encoding and retrieval processes invoked by different tasks (or baseline comparisons). Thus, it may be an error to group together a variety of encoding or retrieval processes as if each were a unitary process. Instead, it may be useful to exploit the diversity of findings in order to discover the neural bases of multiple encoding and multiple retrieval processes. For example, Cohen and Eichenbaum (1993) have proposed that particular MTL components are involved in relational pro-
cessing, and various encoding and retrieval tasks may vary in their demands upon relational versus nonrelational episodic processes mediated by the MTL.

As discussed above, it has been difficult for psychologists to define multiple, specific processes that mediate episodic encoding or retrieval. Most psychological debates have been over whether particular two-process recognition retrieval models are valid or not (e.g., Jacoby, 1991; Knowlton & Squire, 1995; Wagner & Gabrieli, 1998). Yet it is virtually certain that there are multiple encoding and retrieval processes which vary according to materials and to task demands. From this perspective, the variability in imaging findings suggests that future imaging studies may provide an impetus not only for more precise process-structure mappings but also for a new level of rigor and precision in understanding the psychological organization of episodic memory.

Questions about Frontal Lobes and Episodic Memory  In contrast to the MTL, interpretation of unexpectedly ubiquitous frontal lobe activations that occur during episodic encoding and retrieval has been filled with surprises and debates. One major surprise was the robust and consistent presence of such activations, given the limited and specific consequences of frontal lobe lesions on episodic memory. A second surprise was the frequent asymmetry of encoding and retrieval activations, because patients with unilateral frontal lobe lesions do not appear to exhibit a corresponding asymmetry in their deficits. The third surprise was the unexpected right prefrontal activation observed during verbal retrieval, an apparent violation of left-hemisphere specialization for verbal processes. Altogether, these findings motivated a dichotomy between left prefrontal activations associated with encoding and right prefrontal activations associated with retrieval, regardless of the materials involved or the tasks being performed (the hemispheric encoding/retrieval asymmetry or HERA model from Nyberg, Cabeza, et al., 1996; Tulving, Kapur, Craik, et al., 1994). Subsequent studies have also shown that there are material-specific encoding and retrieval processes, but that the prefrontal regions most sensitive to material-specific processing are posterior to the areas in which activations motivated the HERA proposal. Furthermore, strategic memory tests appear to activate bilateral anterior frontal areas.

One topic for further research will be disentangling material-dependent and material-independent activations. This will be challenging, because the material-dependent activations in frontal cortex actually reflect high-level processes associated with materials rather than simple perceptual analyses of the materials. Many apparent contradictions between material-dependent and material-independent processes may be resolved in targeted experiments. For example, most studies that inspired classification of left prefrontal cortex as mediating material-independent episodic encoding processes have varied encoding tasks (e.g., levels of processing)
and held materials (usually words) constant. Most studies that have revealed material-dependent hemispheric asymmetries for verbal versus nonverbal encoding have varied materials (e.g., words versus faces) and held encoding tasks constant (usually intentional memorization). It remains to be determined whether there are right-hemisphere activations (in frontal cortex or elsewhere) that occur when encoding processes, which are not overtly verbal, modulate episodic encoding for nonverbal materials.

Another topic for future research will be achieving a better understanding of the nature of frontal lobe episodic memory processes, especially in relation to the limited and relatively symmetric consequences of left or right frontal lobe lesion on episodic memory performance. One strategy is to consider the episodic memory activations in terms of psychological abilities that are more powerfully associated with frontal lobe integrity. Good candidates are working memory and problem-solving capacities that are known to be dependent upon the integrity of primate frontal cortex. Thus, frontal lobe contributions to episodic memory may be viewed as processes that work with or solve problems about episodic memory encoding or retrieval.

Three examples may be cited of such attempts to conceptualize frontal lobe encoding or retrieval processes in terms of working-memory operations. As reviewed above, left prefrontal activations commonly occur for encoding tasks that promote later episodic memory. Two imaging studies (Desmond et al., 1998; Thompson-Schill et al., 1997) have examined prefrontal activations in which verbal tasks were held constant (verb generation to presented nouns or word-stem completion) and varied the number of possible response alternatives (nouns had few or many associated verbs; stems had few or many possible completions into words). In both cases, there was greater left prefrontal activation for items that had many possible responses than for items that had few possible responses, even though subjects had to generate only one response per item. These results may be interpreted as reflecting working-memory demands being greater when a single response must be selected from among many competing alternatives than from few competing alternatives. Thus, these studies suggest that left frontal lobe activations for verbal tasks, often interpreted as episodic memory activations, may be understood in terms of working-memory demands (Gabrieli et al., 1996).

Another study (Gabrieli, Rypma, et al., 1997) compared both episodic (long-term) and working (short-term) retrieval memory tasks to a common baseline. The episodic memory task required subjects to judge whether words had been shown in an earlier study phase. The working-memory task required subjects to judge whether the currently presented word was or was not identical to the word presented two trials (a few seconds) earlier. Thus, only working or short-term memory was relevant for this
task. The baseline task required classification of words as being shown in uppercase or lowercase, a task that required neither long-term episodic memory nor short-term working memory. The episodic retrieval activations were a subset of the working-memory activations. These results suggest that the frontal lobe activations observed in this and other episodic memory studies may reflect working-memory (short-term memory) processes engaged in episodic test performance (such as response monitoring and evaluation).

**Future Issues**

Perhaps the greatest challenge in functional neuroimaging (important technical issues aside) is the lack of constraints on selecting the best among many plausible interpretations as to what psychological process is signified by a particular activation. Other conditions within an experiment, other imaging experiments, animal research (perhaps future functional imaging in animals), and human lesion findings offer sources of constraint. Coordinated studies with other imaging modalities offering superior temporal resolution, such as event-related potentials (ERPs) and magnetoencephalography (MEG), may provide important insights into when brain regions participate in episodic encoding or retrieval processes. These studies could provide temporal constraints on the interpretation of fMRI and PET findings. Also, functional imaging studies with amnesic patients (e.g., Gabrieli, Poldrack, & Desmond, 1998) or other groups with memory difficulties, such as older people (e.g., Cabeza, Grady, et al., 1997), may provide not only insights about the neural bases of the memory disorders, but also a more direct relation between imaging studies of the healthy brain and the consequences of lesions.

Finally, it is noteworthy that the current consensus is that the engram for an episode, the biological basis of memory for a specific event, resides neither in the frontal lobes (because frontal lobe lesions have such limited consequences for episodic memory) nor in the MTL region (because amnesic patients have intact remote memories, although this issue has been complicated by the finding that extensive MTL lesions result in decades-long retrograde amnesia). A strategy for imaging the engram for an episode would offer a successful conclusion to the search for one of the Holy Grails of memory research.
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INTRODUCTION

Working memory is an evolving concept that refers to the short-term storage of information which is not accessible in the environment, and the set of processes that keep this information active for later use in behavior. It is a system that is critically important in cognition and seems necessary in the course of performing many other cognitive functions, such as reasoning, language comprehension, planning, and spatial processing. Animal studies initially provided important evidence for the neural basis of working memory (for review, see Fuster, 1997). For example, electrophysiological studies of awake behaving monkeys have used delayed-response tasks to study working memory. In these tasks, the monkey must keep “in mind,” or actively maintain, a stimulus over a short delay. During such tasks, neurons within the prefrontal cortex (PFC) are found to be persistently activated during the delay period of a delayed-response task, when the monkey is maintaining information in memory prior to making a motor response (Funahashi et al., 1989; Fuster & Alexander, 1971). The necessity of this region for active maintenance of information over short delays has been demonstrated in monkey studies which have shown that lesions of the lateral PFC impair performance on these tasks (Bauer & Fuster, 1976; Funahashi et al., 1993).

From a psychological point of view, working memory has been conceptualized as comprising multiple components that support executive control processes as well as active maintenance of information. For example, Baddeley (1986) has proposed the existence of a “central executive system” that, based on behavioral studies of normal subjects, is a system which actively regulates the distribution of limited attentional resources and coordinates information within limited-capacity verbal and spatial memory storage buffers. The central executive system, based on the analogous supervisory attentional system introduced by Norman and Shallice (1986), is proposed to take control over cognitive processing when novel tasks are engaged and/or when existing behavioral routines have to be overridden. Both Baddeley and Shallice originally argued that an executive controller is a distinct cognitive module which is supported by the PFC, and that damage to this module, or system, accurately describes some of the behavior of patients with PFC damage. More recently, however, Baddeley has postulated that the central executive does not function as a single module and can be fractionated into subcomponents (Baddeley, 1998).

Although the concept of a “central executive” has influenced our thinking about the function of the PFC, other researchers have proposed that the PFC does not
house an “executive controller,” but instead serves processes that are simpler and more fundamental. For example, Cohen and Servan-Schreiber (1992, p. 46) have proposed a neural network model of the underlying cognitive and linguistic impairments in schizophrenia, which, they hypothesize, results from impaired function of the PFC. Their model proposes “a degradation in the ability to construct and maintain an internal representation of context, [by which] we mean information held in mind in such a form that it can be used to mediate an appropriate behavioral response.” In their model, disordered performance is seen as a consequence of a change to a single low-level parameter. This simple change allows them to account for performance on a variety of tasks thought to be dependent on PFC function. In this way, it serves as a model case in understanding how behaviors that appear outwardly different may have their roots in similar fundamental processes.

Kimberg and Farah (1993) have also attempted to provide a parsimonious account of the computations underlying the diverse cognitive processes, considered to be “executive” in nature, that are impaired following damage to the PFC. Their model suggests that executive dysfunction can be interpreted in terms of damage to simple working memory components, and demonstrates how disparate impairments that follow PFC damage can be due to a common underlying mechanism. In this model, the term “working memory” refers to the functions and properties of the human cognitive system that allow representations to have levels of activation appropriate to the current task. It is a memory system in that the levels of activation reflect recent events, but it is not simply the capacity to remember. Items are not “in” working memory, but they do have levels of activation that can be higher or lower. Thus, performance on a task requiring working memory is determined by levels of activation of relevant representations, and the discriminability between activation levels of relevant and irrelevant representations. In selecting among competing responses, the model contains no “central executive” but simply considers the sum of the sources of activation contributing to each potential response. Specifically, their account of PFC dysfunction postulates that damage weakens the associative contribution to the activation of working-memory representations, achieved in the simulation by attenuating the strengths of these associations. Thus, the pattern of deficits following damage to this component of working memory would reflect an inability to coactivate mutually relevant, or associated, representations. A simple implementation of this model did indeed reproduce characteristic patterns of behavior on four disparate “executive” tasks, such as the Wisconsin Card Sorting Test and the Stroop Task.

Fuster (1997) has proposed that the PFC is critically important in tasks which require the temporal integration of information. Drawing on evidence from both animal and human research, Fuster has proposed three distinct PFC functions: active,
or working, memory; preparatory task set, or the ability to prepared for future action; and inhibitory control. He also has argued explicitly against the executive interpretation of PFC function, writing that “the PFC would not superimpose a steering or directing function on the remainder of the nervous system, but rather, by expanding the temporal perspectives of the system, would allow it to integrate longer, newer, and more complex structures of behavior” (Fuster, 1995 p. 172). Thus, based on the interpretation of empirical evidence from animal studies, a notion similar to that derived from computation models arises, that is, executive control is an emergent property that arises from lower-level memory functions which serve to integrate behavior.

Goldman-Rakic (1987) has also proposed a working-memory account of PFC function, according to which lateral PFC instantiates a form of working memory that she terms “representational memory.” Based on evidence from both electrophysiological studies and studies of lesions of monkeys, as referenced above, Goldman-Rakic concluded that the ability to keep information in mind across short intervals depends critically on the lateral PFC. She has also suggested that this framework could be extended to explain a range of human cognitive impairments following focal frontal lesions, as well as nonfocal pathologies affecting lateral PFC (e.g. schizophrenia, Huntington’s and Parkinson’s diseases). Moreover, like Fuster, she has explicitly stated that “based on anatomical, physiological, and lesion evidence in both monkeys and humans, ‘a central-executive’ in the form of an all-purpose polymodal processor may not exist, and to the contrary, a strong case can be made for the view that the substrates of cognition reside in the parallelism of the brain’s modularized information processing systems” (Goldman-Rakic, 1996).

In summary, working memory is not a unitary system and can be viewed as a set of properties that characterize how this cognitive system makes use of temporarily activated representations to guide behavior. These properties may be behaviorally and neurally dissociable. Many methods exist to examine the neural basis of working memory in humans. The lesion method, for example, has been helpful in establishing the necessity of PFC in working-memory function (e.g., Ptito et al., 1995; Verin et al., 1993). However, since injury to PFC in humans is rarely restricted in its location, using lesion studies in humans to test ideas about the necessity of a specific region of PFC for specific components of working memory is difficult. Functional neuroimaging, such as positron emission tomography (PET) or functional MRI (fMRI), provides another means of testing such ideas and will be reviewed in the next section.

It is important to realize however, that unlike lesion studies, imaging studies only support inferences about the engagement of a particular brain system by a cognitive process, but not about the system’s necessity to the process (Sarter et al., 1996). That is, neuroimaging studies cannot, alone, tell us whether the function of a neural system
represents a neural substrate of that function, or is a nonessential process associated with that function. Moreover, this observation applies equally to all methods of physiological measurement, such as single-unit and multiunit electrophysiology, EEG, or MEG. Thus, data derived from neuroimaging studies provide one piece of converging evidence that is being accumulated to determine the neural basis of working memory.

FUNCTIONAL NEUROIMAGING OF WORKING MEMORY

Active Maintenance Processes

There is now a critical mass of studies (more than 30) using functional neuroimaging in humans which have demonstrated that the PFC is engaged during working-memory tasks (for review, see D'Esposito et al., 1998). Review of the details of each of these studies is beyond the scope of this chapter, but those studies which highlight the critical advancement of our understanding of the neural basis of working memory will be considered. For example, Jonides and colleagues (1993) performed the first imaging study, using PET, to show that PFC was activated during performance of a spatial working-memory task analogous to the one used in the monkey studies. In this study, subjects were presented with two types of trials (left side of figure 9.1 and color plate 18). In the memory condition, subjects were required to maintain the spatial location of three dots appearing on a visual display across a 3 sec delay. After this delay, a probe for location memory consisted of a single outline circle that either surrounded the location of one of the previous dots or did not. In the perception condition, the three dots were again presented on a visual display, but immediately following their presentation, a probe circle appeared simultaneously with the dots, and the subject merely made a perceptual judgment as to whether or not the probe encircled a dot.

The rationale of this study was that “subtraction” of images obtained during the perceptual condition from images obtained from the memory condition would reveal brain regions which require the storage of spatial information during the retention interval, and not sensorimotor components of the task. Comparison of the block of trials with a delay period to a block of trials without a delay period produced activation within PFC (right side of figure 9.1) as well as in occipital, parietal, and premotor cortices. The location of the PFC activation in this study was within right Brodmann's area 47 (inferior frontal gyrus), which is inferior to proposed homologous regions to the principal sulcus (area 46), the site of spatial working memory in monkeys (Funahashi et al., 1989, 1993). Nevertheless, this study was an important
demonstration that human PFC, like monkey PFC, may be critical for maintaining internal representations across time. Subsequently, numerous other imaging studies have utilized delayed-response tasks with requirements for storage of spatial (e.g., Anderson et al., 1994; Baker et al., 1996; Goldberg et al., 1996; O'Sullivan et al., 1995; Smith et al., 1995; Sweeney et al., 1996) as well as nonspatial (i.e., letters, words, faces, objects) information (e.g., Baker et al., 1996; Becker et al., 1994; Paulesu et al., 1993; Salmon et al., 1996; Smith et al., 1995, 1996; Swartz et al., 1995). Also, many studies have been performed using more complex types of working-memory tasks, such as n-back tasks (e.g., Cohen et al., 1994; McCarthy et al., 1994; Owen et al., 1996; Petrides, Alivisatos, Evans, et al., 1993; Petrides, Alivisatos, Meyer, et al., 1993; Salmon et al., 1996; Smith et al., 1996). Consistent across these studies is the demonstration of lat-
eral PFC activation in a comparison between blocks of trials designed to have greater memory requirements than a matched control task.

A potential problem in interpretation of an imaging study such as that of Jonides et al. (1993), or the many others that were subsequently reported, is that each relies on the assumptions of the method of cognitive subtraction. Cognitive subtraction attempts to correlate brain activity with specific processes by pairing two tasks that are assumed to be matched perfectly for every sensory, motor, and cognitive process except the process of interest (Posner et al., 1988). For example, Jonides et al. assumed that the only difference between the two experimental conditions was the delay period and, therefore, the process of memory storage. Although the application of cognitive subtraction to imaging was a major innovation when originally introduced (Petersen et al., 1988), it has become clear that it is a potentially flawed methodology which may lead to erroneous interpretation of imaging data.

The assumptions that must be relied upon for cognitive subtraction methodology can be faulty for at least two reasons. First, it involves the assumption of additivity (or pure insertion), the idea that a cognitive process can be added to a preexisting set of cognitive processes without affecting them (Sternberg, 1969). For example, the delayed-response paradigm typically used to study working memory (see figure 9.1) is comprised of a memory-requiring delay period between a “perceptual” process (the presentation of the item[s] to be stored) and a “choice” process (a required decision based upon the item[s] stored). It is proposed that the neural substrates of the memory process are revealed by a subtraction of the integrated (i.e., averaged, summed, or totaled) functional hemodynamic signal during a no-delay condition (i.e., a block of trials without a delay period) from the signal during a delay condition (i.e., a block of trials with a delay period). In this example, failure to meet the assumptions of cognitive subtraction will occur if the insertion of a delay period between the “perceptual” and “choice” processes interacts with the other behavioral processes in the task. For example, the nonmemory processes may be different in delay trials compared to no-delay trials.

A second reason that cognitive subtraction methodology can be faulty is that in neuroimaging, an additional requirement must be met in order for cognitive subtraction methodology to yield nonartifactual results: the transform between the neural signal and the neuroimaging signal must be linear. In two studies using functional MRI (fMRI), some nonlinearities have been observed in this system (Boynton et al., 1996; Vazquez & Noll, 1998). In our example of a delayed-response paradigm, failure will occur if the sum of the transform of neural activity to hemodynamic signal for the “perceptual” and “choice” processes differs when a delay is inserted as compared to when it is not present. In this example, artifacts of cognitive subtraction might lead to
the inference that a region displayed delay-correlated increases in neural activity when in actuality it did not.

To overcome these potential problems, a new class of designs called “event-related” fMRI have been developed that do not rely on cognitive subtraction (for review, see D’Esposito, Zarahn, et al., 1998; Rosen et al., 1998). These designs allow one to detect changes in fMRI signal evoked by neural events associated with single behavioral trials as opposed to blocks of such trials. Event-related fMRI designs are somewhat analogous to designs employed in event-related potential (ERP) studies, in that the functional responses occurring during different temporal portions within the trial can be analyzed.

As mentioned, spatial delayed-response tasks typically have a stimulus presentation period, an ensuing delay (of a few seconds), and a choice period. Changes in single-unit neural activity have been observed during each of these task components in electrophysiological studies of nonhuman primates. For example, Fuster and colleagues (1982), using a visual delayed-response task, observed that responses of single PFC neurons to the initial stimulus presentation ended within a few hundred milliseconds of stimulus offset. They also observed changes in firing rate in single neurons in lateral PFC during the delay period that were sustained for several seconds. If these results also characterize human PFC function, it should be possible with an event-related fMRI design to resolve temporally functional changes correlated with the delay period from those correlated with the stimulus presentation/early delay period.

The logic of one implementation of an event-related fMRI design (Zarahn et al., 1997) is illustrated in figure 9.2. A single behavioral trial may be hypothesized to be associated with one brief neural event, or with several brief neural events that are subcomponent processes engaged within a trial (i.e., encoding or retrieval in a delayed-response task). A neural event will cause a brief fMRI signal change, which is called the hemodynamic response. If we wish to detect and differentiate the fMRI signal evoked by a series of sequential neural events (such as the presentation of the stimulus and, seconds later, the execution of the response), one method would be to statistically model the evoked fMRI signal, using a pair of hemodynamic responses as covariates, each shifted to the time period where the event of interest is thought to occur. Importantly, a combination of hemodynamic responses could theoretically be used to model any neural event, even if the event is sustained, such as delay-period activity.

Analyzing in the manner described above, during the performance of a spatial delayed-response task we observed that several brain regions, including PFC, consistently displayed activity which correlated with the delay period across subjects (Zarahn et al., 1996, 1999). This finding suggests that these regions may be involved
Figure 9.2
Two examples of how the fMRI data analysis model would respond to different neural responses during trials of a delayed-response paradigm. The left panel depicts a scenario in which there is only a brief period of neural activity (first row) associated with both the stimulus presentation and the discrimination/response periods of trials, with no increase above baseline during the bulk of the retention delay. Such neural activity change would lead to a particular profile of fMRI signal change (second row). The model covariates (hemodynamic responses shifted to sequential time points of the trial) scaled by their resulting least-squares coefficients are shown in the third row (gray lines, covariates modeling the retention delay; black lines, covariates modeling the stimulus presentation and the discrimination/response periods). The covariates modeling the retention delay would make only a small contribution to variance explanation. In contrast, the right panel depicts a situation in which there is some neural activity increase relative to baseline during the retention delay. In this case, the covariates modeling the retention delay would tend to explain a larger amount of variance in the fMRI signal than in the scenario in the left panel. In this way, delay-specific brain activity would be detected by the model (from Zarahn et al., 1999).
in temporary maintenance of spatial representations in humans. With this event-related fMRI design, we could be confident that activity observed was not due to differences in other components of the task (presentation of the cue or motor response) during the behavioral trials. Most important, these results do not rely on the assumptions of cognitive subtraction. An example of the time series of the fMRI signal averaged across trials for a PFC region that displays delay-correlated activity is shown in figure 9.3A.

In this same study, we also found direct evidence for the failure of cognitive subtraction (see figure 9.3B). We found a region in PFC that did not display sustained activity during the delay (in an event-related analysis) yet showed greater activity in the delay trials as compared to the trials without a delay. In any blocked neuroimaging study, such as those reviewed above, that compares delay versus no-delay trials with subtraction, such a region would be detected and likely be assumed to be a “memory” region. Thus, this result provides empirical grounds for adopting a healthy doubt regarding the inferences drawn from imaging studies that have relied on cognitive subtraction.

Other studies using event-related designs have also investigated the temporal dynamics of neural activity, but during working memory tasks using nonspatial information. For example, Courtney and colleagues (1997) utilized a delayed response task that required the maintenance of faces. Ventral occipitotemporal regions exhibited predominantly transient responses to the stimuli, consistent with a role in per-
ceptual processing, whereas PFC demonstrated sustained activity over the memory delay, consistent with a role in active maintenance of face information. Figure 9.4A illustrates the gradual shift of the relative contribution of perceptual processing to memory processing from posterior to anterior cortical regions.

Cohen and colleagues (1997), in a different fashion than the Zarahn and Courtney studies, utilized a sequential letter n-back task, in which load was manipulated (from 0-back to 3-back) and the rate of stimulus presentation was slowed substantially (10 sec intertrial interval) in order to resolve temporal information. In the n-back task, letters are presented sequentially and the subject is required to respond to any letter that is identical to the one presented one, two, or three trials back. In the 0-back condition, subjects respond to a single prespecified target (such as X). The rationale of the experimental design was that sensory and motor processes would evoke transient increases in activation associated with stimulus presentation and response execution, and would not vary with memory load. Alternatively, areas involved in working memory would vary with memory load. A more refined prediction was made that load-sensitive areas would be dissociated into two types: those involved in active maintenance would exhibit sustained activation throughout the trial, and those involved in other working-memory processes (updating, temporal ordering) would exhibit transient activation but peak higher for increased memory loads. As expected, sensorimotor brain regions exhibited effects of time, but no effects of memory load. The PFC and posterior parietal cortex showed an effect of memory load. Dorsal and ventral regions of PFC (Brodmann’s area 9/46 and 44) showed an effect of load but not an interaction with time that was consistent with a role of these regions in active maintenance processes (see figure 9.4B). Ventral PFC (area 44) also showed an effect of the interaction of time and memory load, suggesting a role in transient working-memory processes in addition to more sustained active maintenance processes.

Although PET imaging lacks the resolution to assess the temporal dynamics of neural activity in a manner similar to that in the fMRI studies described above, attempts at isolating maintenance processes with PET have been made. For example, several PET studies have been done with delayed-response tasks during which scanning was performed only during the retention interval (Baker et al., 1996; Fiez et al., 1996; Jonides et al., 1998). Obviously, the delay period must be much longer in these PET studies, in order to allow for adequate data to be obtained (around 30–40 sec), than is typically employed in a single trial (a few seconds) during an fMRI study. Nevertheless, various types of material have been used in these studies, including words and pseudo words (Fiez et al., 1996; Jonides et al., 1998), and objects and spatial information (Baker et al., 1996). These studies provide additional support for a role of PFC in active maintenance processes.
Figure 9.4
(A) Data from Courtney et al. (1997) study showing significant regions of activation in a face working-memory task. The graph illustrates the relative contribution of each component of the task (i.e., visual stimulation or memory delay period) to the signal in these regions. (B) Data from Cohen et al. (1997) study showing regions of activation that demonstrated a significant effect of load.
The studies described above have all presented stimuli using the visual modality. Two studies have examined activation patterns of working-memory tasks in other sensory modalities. For example, Klingberg et al. (1996) performed a PET study in which subjects were required to actively maintain auditory (pitch of tones), somatosensory (frequencies of a vibrating stimulus), or visual (luminance levels of a monochrome light) information across short delays (2–5 sec). An analysis of the effects of the task (working memory vs. detection) and modality (auditory vs. somatosensory vs. visual) did not reveal a task × modality interaction. The memory task, compared to a baseline detection task, activated a set of overlapping regions within lateral PFC across the different modality types, thus supporting a multimodal role for PFC. A similar conclusion was drawn by Schumacher et al. (1996), based on results of a PET study of subjects performing a verbal working-memory task (the 2-back task) with stimuli presented either visually or aurally. Again, comparison of the memory task to a control detection task revealed almost complete overlap in areas of activation within lateral PFC.

Studies of patients with lesions in PFC have shown impairments on delayed-response tasks (for review, see D'Esposito & Postle, 1999) that suggest the necessity of this cortical region in maintenance processes. However, these studies cannot rule out the possibility that other component processes necessary for successful performance of a delayed-response task, such as retrieval processes, rather than maintenance processes, are dependent on PFC integrity. However, several transcranial magnetic stimulation studies have shown that stimulation over lateral PFC during the delay period of a delayed-response task induces errors (Brandt et al., 1998; Muri et al., 1996; Pascual-Leone & Hallett, 1994). Taken together, imaging and lesion studies provide strong converging evidence for an association between active maintenance and PFC function.

Executive Control Processes

The dual-task paradigm has been used as an effective behavioral tool for probing executive control processes. Sequential performance of two tasks, or parallel performance of two unrelated tasks that engage separate processing mechanisms, is thought to make minimal demands on executive control processes. However, two concurrently performed tasks that require similar processing structures will make greater demands on executive control and will lead to a decrement in performance (Baddeley, 1986). We have tested the idea that PFC is an important neural substrate of executive control by using fMRI to determine whether activation of PFC would be observed while normal human subjects performed a dual-task experiment (D’Esposito et al., 1995). During scanning, subjects concurrently performed a spatial
task (mental rotation of visual stimuli) and a verbal task (semantic judgments of auditory stimuli), cognitive challenges that were selected because they have been reported to activate predominantly posterior brain regions (i.e., not PFC regions). We reasoned that any activation in PFC regions would be due to the dual-task nature of the experiment and not to performance of either of the individual tasks per se. Our study did in fact demonstrate lateral PFC activation only during the dual-task condition, and not during either single-task condition.

Another study, utilizing PET, also explored the neural basis of executive control with a dual-task paradigm (Goldberg et al., 1998). Normal subjects were scanned while they performed two cognitive tasks, both individually and simultaneously. One task was the Wisconsin Card Sorting Test (WCST), a complex reasoning task, and the other was a rapidly paced auditory verbal shadowing task. A major difference between this dual-task study, and the one used by D’Esposito et al. (1995), is that one of the cognitive tasks, the WCST, activated PFC when performed individually. When the two tasks were performed simultaneously, there were significant decrements in performance compared with the individual task performance scores, as had been expected. There was less PFC activation under the dual-task condition, however, in contrast to when the WCST was performed separately. These results suggest that under circumstances in which the capacity of executive control is exceeded, cortical activity in PFC may be attenuated. Consideration of these results with those of D’Esposito et al. (1995) leads to a hypothesis that under dual-task conditions, PFC activity may increase to meet the processing demands, up to some level of asymptote, before attenuating. The Goldberg et al. study did not parametrically vary task demands during dual-task performance, however, and thus did not address this hypothesis.

Another PET study has also attempted to assess the neural correlates of deterioration of performance during concurrent performance of two tasks (Klingberg, 1998). In this study, subjects were scanned during performance of an auditory working-memory task, a visual working-memory task, during performance of both tasks, and during a control task. Unlike the D’Esposito et al. (1995) study but similar to the Goldberg et al. (1998) study, each of the single tasks, as compared to the control task, activated PFC. During the dual-task condition, there was no distinct region within PFC (or any other cortical regions) that was activated only in the dual task. Klingberg argued that these results are consistent with the hypothesis that concurrent tasks interfere with each other if they demand activation of the same part of cortex. This conclusion is supported by an earlier study by this group in which it was found that the larger the extent of overlap in the activation of two tasks when performed individually, the greater the decrement in behavioral performance when these two
tasks are performed concurrently outside the scanner (Klingberg & Roland, 1997). From the results of the 1998 study, Klingberg also argued that there was not a distinct PFC region which could be associated with any dual-task-specific cognitive process, such as task coordination or divided attention. This evidence does not, of course, rule out the possibility that the PFC supports cognitive operations unique to dual-task performance (e.g., task coordination and shifting attention) as well as working-memory operations, such as active maintenance and rehearsal. In fact, evidence that many different types of distinct operations may engage the PFC will be discussed below.

Studies of patients with frontal injury (McDowell, 1997; Baddeley, 1986) have demonstrated that despite performing comparably to healthy control subjects under single-task conditions, performance of the patients with PFC lesions was significantly inferior to control subject performance under dual-task conditions. Taken together, imaging and behavioral studies with patients provide converging evidence for an association between executive control and PFC function. These data cannot, however, support or refute the notion that a “system” or “controller module” lying within PFC mediates these executive processes. An important issue for future research will be to determine the neural basis of different executive control processes by using paradigms that can more precisely isolate such processes with less complex cognitive paradigms. Such studies will be reviewed in the “Current Issues” section, below.

The Issue of Task Difficulty, Mental Effort, and PFC Function

The issue of task difficulty often arises when interpreting the results of imaging studies of working memory. For example, in the dual-task studies described above, it can be argued that the dual-task condition will always be more difficult than either task condition performed alone. In fact, most tasks that are designed to engage working memory are more difficult and lead to poorer behavioral performance than the corresponding control tasks. Thus, in imaging studies of working memory it seems necessary to eliminate the possibility that PFC activation was simply due to a non-specific increase in mental effort. We addressed this issue in our dual-task study (D’Esposito, et al., 1995) by having subjects perform the spatial task alone, but at different levels of difficulty. Even during the more difficult condition, when performance was worse than that for the spatial task performed during the dual-task condition, we did not observe any PFC activation. This finding suggested that the PFC activation observed during the dual-task experiment was related specifically to the executive control process required to organize and execute two tasks simultaneously.

Barch and colleagues (1997) have directly addressed this issue and have been able to dissociate working memory from task difficulty in PFC. This study utilized a con-
tinuous performance task during which subjects were required to observe a sequence of letters and respond to an X only when it was followed by an A. A factorial design was used with two levels of memory (short versus long delay between cue and the probe) and two levels of difficulty (perceptually degraded versus nondegraded stimuli). This task was ideal to test the issue of task difficulty because behavioral performance was equated between memory conditions (i.e., comparable performance between short delay and long delay conditions) but was significantly worse in the degraded conditions. Thus, task difficulty was increased independently of working-memory demands. The imaging results revealed a region with dorsolateral PFC that showed significantly greater activity in the long, as compared to the short, delay condition, but did not show greater activity as a function of the difficulty manipulation. In contrast, anterior cingulate showed more activity on the more difficult task conditions, but did not show greater activation during the manipulation of the delay period. Thus, a double dissociation between regions responsive to working-memory demands versus task difficulty was demonstrated. Future studies, using event-related designs, can address the issue of task difficulty more directly within each experiment by assessing the differential neural response to correct versus incorrect behavioral responses.

The Specificity of PFC for Working Memory

Single-unit recording studies in monkeys during delayed-response tasks have also observed PFC neurons that are active during periods in addition to the delay period. For example, PFC neurons have been shown to respond during any combination of cue, delay, and response periods (Funahashi et al., 1989; Fuster et al., 1982). Although delay-specific neurons are most common, other types are frequently identified. Thus, the PFC appears to be involved in nonmnemonic processes that may include stimulus encoding, sustained attention to stimuli, preparation for a motor response, and the motor response itself. Most human functional imaging studies of working memory that use cognitive subtraction methodology have not emphasized the role of PFC in nonmnemonic cognitive processes, and sometimes suggest that PFC is specific for working memory. Moreover, the interpretation of some functional imaging studies of other cognitive domains (language, visuoperception) have relied upon posthoc interpretations of observed PFC activation by their task as being due to the engagement of working-memory processes (Cohen et al., 1996; Cuenod et al., 1995). Such an interpretation tacitly assumes that PFC is specific for working memory. The demonstration that the same PFC region activated during tasks which engage working memory is also recruited during nonmnemonic processes would dispute this assumption. In light of the results of the monkey electrophysiological
studies cited above, it seems that this pattern of PFC activation would be observed in humans as well. In fact, there are several lines of evidence to support the claim that the PFC is not specific for working memory.

Functional neuroimaging studies of working memory that utilize blocked designs are typically conducted by comparing the signal during a task proposed to engage working memory to a “control” task which does not engage this construct. Since these control tasks are designed not to require working memory, the control task compared to a resting baseline would be a logical candidate for testing the hypothesis that PFC regions which demonstrate activation associated with working memory also display activation in association with nonmnemonic processes. In one such study (D’Esposito, Ballard, et al., 1998), during fMRI scanning, subjects performed a three-condition experiment (working-memory task, non-working-memory task, rest). In the working-memory task, subjects observed serially presented stimuli and determined if each stimulus was the same as that presented two stimuli back (the 2-back task). The non-working-memory task in one experiment required subjects to identify a single predetermined stimulus; in another experiment, subjects were required to make a button press to every stimulus. In all subjects in both experiments, the working-memory task exhibited greater PFC cortical activity compared to the non-working-memory task. In these same PFC regions, significantly greater activation was also observed during both non-working-memory tasks compared to rest. This idea is consistent with the idea that human lateral PFC supports processes in addition to working memory. Thus, in this study, the reverse inference of the form “if prefrontal cortex is active, working memory is engaged” was not supported.

McCarthy and colleagues (1994, 1996) have studied similar detection tasks, along with working-memory tasks. Lateral PFC was activated in a spatial working-memory task, as well as during two control tasks (detection of a dot in an object or detection of a red object) relative to a resting baseline. The strength of activation during these detection tasks was noted to be approximately half (and sometimes approaching) the magnitude observed in the working-memory task.

Finally, if we revisit the spatial working-memory experiment performed with an event-related design described above (Zarahn et al., 1999), it can be seen clearly (figure 9.3 left panel, showing fMRI signal) that there is significant activity above baseline in a region of the PFC that displayed activity above baseline even during trials without a delay period. Data from Courtney et al. (1997) demonstrate this point as well. In two of the PFC activated regions (areas labeled 4 and 5) there is some contribution by the nonselective visual stimulation task component (figure 9.4A) in addition to the contribution made by the memory task component. Thus, each of the studies described does not support models that posit neural substrates subserving
memory-specific processing, but rather is supportive of models which posit that memory is a property of neural networks which also mediate perceptuomotor processes (Fuster, 1995).

ISSUES

Does Human Prefrontal Cortex Have Functional Subdivisions?

While the evidence presented above suggests that the PFC appears to be critical for the processing of temporarily stored information, it is unclear whether there are functional subdivisions within the PFC which are specialized for particular aspects of working memory. The frontal lobes comprise a large proportion of the cerebral cortex, and PFC represents the largest portion of the frontal lobes. Each of the studies highlighted above has demonstrated activation in lateral PFC. Within lateral PFC, activation has been seen in dorsal portions (Brodmann’s areas 9 and 46) as well as ventral portions (Brodmann’s areas 44, 45, 47). Medial aspects of the PFC as well as the orbitofrontal cortex have not been consistently activated in working-memory tasks.

There are at least four ways to conceptualize how the operations subserved by the PFC might be organized neuroanatomically (see figure 9.5). First, the PFC as a whole may be involved in all working-memory processes (e.g., simple maintenance operations such as rehearsal, and more complex operations such as retrieval, reordering, performing spatial transformations, etc.) that can be directed at distributed representations in posterior brain regions (model 1). Second, there may be different PFC regions for the temporary maintenance of different types of representations (e.g.,

Figure 9.5
Models of prefrontal cortical organization.
spatial, object), regardless of operation (model 2). Third, there may be different PFC regions required for different operations (e.g., maintenance, manipulation), regardless of the type of representation (model 3). Finally, there may be different PFC regions required for either the type of operation or the type of representation (model 4).

**Organization by Content?** Goldman-Rakic and colleagues have proposed that the different regions of the PFC are critical for the temporary maintenance of different types of information. Specifically, they have provided evidence that monkey PFC is segregated into one region that retains information about an object’s color and shape (ventrolateral PFC) and a second region that retains the object’s location in space (dorsolateral PFC) (Wilson et al., 1993). This view is derived from evidence from recording of neurons within a more ventral region, the inferior prefrontal convexity, while monkeys performed spatial-delayed or pattern-delayed response tasks, and from finding that a greater number of neurons in this region responded selectively during the delay period to pattern rather than to location information. Also, lesions comprising the dorsal PFC have been shown to impair spatial working memory (Funahashi et al., 1993; Gross, 1963), whereas other studies reveal impaired non-spatial working memory following more ventral lesions (Mishkin & Manning, 1978; Passingham, 1975).

These findings have led to the hypothesis that lateral PFC is organized in a dorsal/ventral fashion subserving the temporary storage of “what” and “where” information. This hypothesis has the appeal of parsimony, because a similar organization has been identified in the visual system (Ungerleider & Haxby, 1994). Also, anatomical studies in monkeys have demonstrated that parietal cortex (spatial vision regions) projects predominantly to a dorsal region of lateral PFC (Cavada & Goldman-Rakic, 1989; Petrides & Pandya, 1984), whereas temporal cortex (object vision regions) projects more ventrally within lateral PFC (Barbas, 1988).

Functional neuroimaging studies have been able to address this question in humans by determining the pattern of PFC activity during spatial and nonspatial working-memory tasks. Because many such studies have been conducted, we critically examined this literature for evidence for or against the “what” versus “where” model of PFC organization (D’Esposito, Aguirre, et al., 1998). In our review, we plotted the locations of activations from all reported functional neuroimaging studies of spatial and nonspatial working memory on a standardized brain. Based on the animal literature, it is proposed that the human homologue of the principal sulcal region of lateral PFC, the middle frontal gyrus (Brodmann’s area 9/46) would subserve spatial working memory, whereas nonspatial working memory would be suberved by a more ventral region, the inferior frontal gyrus (Brodmann’s areas 47, 44, 45). In
this review, we found no evidence for a clear dorsal/ventral dissociation of activation based on the type of information being held in working memory. As illustrated in figure 9.6, there are numerous spatial working-memory studies that have demonstrated activation within ventral PFC and, likewise, nonspatial working-memory studies that have demonstrated activation within dorsal PFC.

In nearly every study reviewed in the above analysis, either spatial or nonspatial working memory was examined within each subject, but not both types of working memory. In an empirical study, we have tested subjects during two different working-memory tasks with different sets of stimuli during fMRI. In the memory condition, subjects attended to serially presented stimuli and determined if a letter or location of
a square was the same as that presented two stimuli back. In the control condition, subjects were asked to identify a single predetermined letter or location. Group and individual subject analyses revealed activation in right middle frontal gyrus that did not differ between spatial and nonspatial working memory conditions. Again, these data do not support a dorsal/ventral organization of PFC based on the type of information held in working memory.

Other investigators using virtually identical n-back tasks have found similar results (Owen et al., 1998; Postle et al., 2000). In the Owen study, the spatial 2-back task used required memory for one of three locations that were highlighted by filling in a white box. To equate for difficulty, the nonspatial memory task was performed as a 1-back task and used abstract patterns for stimuli. In the Postle et al. study, the nonspatial 2-back task used Attneave shapes as stimuli that each look distinctive (Attneave & Arnoult, 1956) and were difficult to verbalize (Vanderplas & Garvin, 1959). The spatial 2-back task used identical black circles or Attneave shapes as stimuli in nine different spatial locations on the screen. The results of this study are presented in figure 9.7 (top panel; see also color plate 19). Using a task similar to the 2-back task but with less frequent targets, McCarthy et al. (1996) found that both the spatial (a single square stimulus in 20 different locations) and nonspatial (irregular shapes) conditions activated dorsal PFC, with a ventral extension of the activation in the left hemisphere in the nonspatial task. Since these tasks were not directly compared statistically, it is unclear if an actual difference in the spatial extent of activation between conditions exists.

Four other studies compared spatial and nonspatial working memory tasks; none of these studies found a dorsal/ventral distinction of activation within PFC (Baker et al., 1996; Belger et al., 1998; Smith et al., 1995, 1996). However, in each of these studies there was a suggestion of a hemispheric dissociation between spatial and nonspatial working memory (i.e., greater right PFC activation in spatial paradigms and greater left PFC activation in nonspatial paradigms). These hemispheric differences were found during performance of delayed-response tasks comparing spatial stimuli to nonspatial stimuli—letters (Smith et al., 1996) and objects (Baker et al., 1996; Belger et al., 1998; Smith et al., 1995)—as well as during spatial and nonspatial n-back tasks (Smith et al., 1996). It is important to note that the lateralization of PFC during the n-back task found by Smith and Jonides has not been found in other laboratories (D’Esposito, Aguirre, et al., 1998; Owen et al., 1998; Postle et al., 2000).

Data from one laboratory stand out as an exception to the group of studies presented above in which a dorsal/ventral organization based on the type of information being held in working memory was found (Courtney et al., 1996, 1998). In an initial blocked-design PET study of delayed-response tasks using faces and locations of faces
as stimuli (Courtney et al., 1996), it was found that a direct comparison of the two memory conditions revealed that the spatial working-memory task resulted in greater activation within left superior frontal sulcus (Brodmann’s areas 8/6), and the face working-memory task resulted in greater activation of right ventral PFC (areas 9/45/46). A confusing finding of this study was that the spatial working-memory task did not produce PFC activation relative to a control task. In a follow-up study using an event-related fMRI design (Courtney et al., 1998), a double dissociation was found between face and spatial working memory. It was observed that within superior frontal sulcus in both hemispheres, there was significantly more sustained activity during spatial than during face working-memory delays. By contrast, left inferior frontal cortex showed significantly more sustained activity during face than during spatial working-memory delays. A particular strength of this study is that a subset of subjects performed a visually guided saccade task, and it was demonstrated that the

Figure 9.7
(Top) Data from a blocked design fMRI experiment by Postle et al. (2000) showing nearly identical bilateral PFC activation associated with spatial and object working memory in an individual subject. (Bottom) Data from an event-related fMRI experiment from Postle, D’Esposito et al. (1999) study showing activation maps displaying suprathreshold activity in spatial and object delay periods in dorsolateral PFC in a single subject, illustrating the marked degree of overlap in PFC activity in the two conditions. The graph to the right shows the trial-averaged time series extracted from dorsolateral PFC voxels with object delay-period activity. Again, note the similarity of fMRI signal intensity changes in spatial and object delay periods. (See color plate 19.)
region which was active during the spatial working-memory delay period was anterior and superior (by approximately 8.5 mm) to the frontal eye fields active during the saccade task. Interestingly, this is the only study of working memory for different types of information in which the nonspatial stimuli used was faces, which may be an important determinant contributing to the dissociation that was found.

We have performed a study using event-related fMRI that examined the neural correlates of the maintenance of spatial versus nonspatial information. Our study differed from Courtney et al. (1998) in that our nonspatial stimuli were objects (Attneave shapes) and we employed a task with a “what-then-where” design, with an object and a spatial delay period incorporated in each trial (see figure 9.7, bottom panel). This task was adapted from a monkey electrophysiology study by Miller and colleagues which provided evidence that there was extensive overlap in “what” and “where” neurons within lateral PFC without a clear segregation (Rao et al., 1997). Similar to this monkey study, even when we modeled only the delay period (similar to Zarahn et al., 1999, discussed above), identical regions of PFC were activated when subjects remembered spatial or object information. Reliable spatial/object differences in the delay period were observed, in contrast, in posterior cortical regions (Postle & D’Esposito, 1999). In fact, these data are consistent with earlier single-unit recording studies of dorsal and ventral regions within lateral PFC during delayed-response tasks that found a mixed population of neurons in both regions which are not clearly segregated by the type of information (i.e., spatial versus nonspatial) being stored (Fuster et al., 1982; Quintana et al., 1988; Rao et al., 1997; Rosenkilde et al., 1981). Other evidence that does not support a dorsal/ventral what/where organization of PFC is that cooling (Bauer & Fuster, 1976; Fuster & Bauer, 1974; Quintana & Fuster, 1993) and lesions of a dorsal region of lateral PFC cause impairments on nonspatial working-memory tasks (Mishkin et al., 1969; Petrides, 1995), and ventral lesions in lateral PFC cause spatial impairments (Butters et al., 1973; Iversen & Mishkin, 1970; Mishkin et al., 1969). Finally, a paper has found that ventral PFC lesions in monkeys did not cause delay-dependent defects on a visual pattern association task and a color-matching task (Rushworth et al., 1997). A critical review of these issues can be found in a paper by Rushworth and Owen (1998). Clearly, further work will be necessary to reconcile the different findings from animal and human studies to determine if the active maintenance of different types of information is subserved by distinct regions of the lateral PFC.

Organization by Process? Another possible axis along which human lateral PFC may be organized is according to the type of operations performed upon information being stored in working memory rather than the type of information being temporarily stored. Petrides has proposed a two-stage model in which there are two processing
systems, one dorsal and the other ventral, within lateral PFC (Petrides, 1994). It is proposed that ventral PFC (Brodmann’s areas 45/47) is the site where information is initially received from posterior association areas and where active comparisons of information held in working memory are made. In contrast, dorsal PFC (areas 9/46) is recruited only when active manipulation/monitoring within working memory is required.

To test this alternative hypothesis of PFC organization, we again analyzed the data derived from previously reported working-memory functional neuroimaging studies. We divided all working-memory tasks according to the conditions under which information is being temporarily maintained, rather than according to the type of information being maintained. For example, delayed-response tasks require a subject to maintain information across a nondistracted delay period. To achieve accurate performance on this type of task, no additional processing of the stored information is necessary except for its maintenance across a delay period that has no distracting stimuli. Thus, a delayed-response task, engaging “maintenance” processes, should recruit ventral PFC, according to Petrides’s model. Alternatively, all other working-memory tasks reported in the literature require either (1) reshuffling of the information being temporarily maintained and/or (2) processing of intervening stimuli during the maintenance of stored information. For example, in self-ordered tasks, subjects must update in working memory each stimulus that they choose, in order to pick a new stimulus correctly (Petrides et al., 1993). The continuous nature of the n-back tasks requires constant reshuffling of the contents held in working memory because different stimuli are simultaneously being stored, inhibited, and dropped from memory (Cohen et al., 1994). Finally, other tasks, such as one in which subjects must compare the first and last notes of an eight-note melody (Zattore et al., 1994), simply require the maintenance of information across a distracted delay. Thus, these types of tasks, engaging “manipulation” processes as well as “maintenance” processes, should additionally recruit dorsal PFC, according to Petrides’s model. We thus made an operational distinction between two general types of working-memory tasks used in neuroimaging studies: *maintenance* and *manipulation* tasks.

When all locations of lateral PFC activation reported in the literature are plotted onto a standardized brain according to this classification of tasks as either *maintenance* or *manipulation*, a dorsal/ventral dissociation becomes evident (see bottom panel of figure 9.6), supporting the Petrides model. This model derived initial support from an empirical PET study performed by Owen and colleagues (1996), in which they found dorsal PFC activation during three spatial working memory tasks thought to require greater manipulation/monitoring of remembered information than two other memory tasks, which activated only ventral PFC. Several other functional neuroimaging studies also appear to support Petrides’s hypothesis. In a PET study, a
running memory task, thought to require updating of the contents in working memory, was compared to a letter span task that did not require such a process (Salmon et al., 1996). When compared directly, greater activation in the running memory task was found in right dorsal PFC (area 9), and to a lesser extent in left dorsal PFC. The letter span task activated only ventral PFC. In another PET study that compared a simple delayed matching task (match a color or pattern) versus a more complex delayed matching task (alternate between matching colors and patterns), only the latter task activated the right dorsal PFC but both tasks activated ventral PFC (Klingberg et al., 1997).

We have tested this process-specific organization of PFC using event-related fMRI (D’Esposito et al., 1999). In our study, subjects were presented two types of trials in random order, in which they were required to either (1) maintain a sequence of letters across a delay period or (2) manipulate (alphabetize) this sequence during the delay in order to respond correctly to a probe. Similar to the spatial working-memory study described above, we identified brain activity related to the three periods of our task: stimulus presentation, delay, and response. In each subject, activity during the delay period was found in both dorsal and ventral PFC in both types of trials. However, dorsal PFC activity was greater in trials during which information held in working memory was manipulated (figure 9.8). These findings suggest that dorsal PFC may exhibit greater recruitment during conditions where additional processing of information held in working memory is required, and support a process-specific organization of PFC.

A challenge for the further development of the hypothesis that human lateral PFC is organized by processing requirements is determining the psychological constructs
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Figure 9.8
Trial averaged time series from voxels within PFC that were significant in the manipulation-maintenance direct contrast. Note the two peaks in the maintenance condition corresponding to the stimulus presentation and the probe periods of the trial, whereas in the manipulation condition the voxel maintained a high level of activity throughout the delay period. The solid black bar represents the duration of the delay period of the behavioral task.
which differ between tasks that activate dorsal versus ventral PFC. Certainly, there are many possible component processes that may be necessary in tasks which activate dorsal PFC. The component processes that we have labeled “manipulation” will need to be determined. Also, if lateral PFC is functionally subdivided, it will also be important to determine if it is organized hierarchically, with information passing from ventral to dorsal PFC. If a hierarchical organization does exist, it is expected that those tasks which we classified as manipulation tasks would activate ventral as well as dorsal PFC.

Two studies have shown that dorsal PFC is recruited during performance of tasks with no overt requirements to manipulate information held in working memory but under increased load conditions (Manoach et al., 1997; Rypma, Prabhakaran, et al., 1999). For example, Rypma et al. observed activation in dorsal PFC in a Sternberg-type item recognition task in which subjects were required to maintain one, three, or six letters in working memory for 5 sec. When subjects were required to maintain three letters in working memory, relative to one letter, activation in frontal regions was limited to left ventral PFC (BA 44). However, when subjects were required to maintain six letters, relative to one letter, additional activation of dorsal PFC was observed, similar to studies in which successful performance required the manipulation of information held in working memory (e.g., D’Esposito et al., 1999; Owen et al., 1996). Two possibilities exist to explain these findings. First, dorsal and ventral PFC may be involved in active maintenance processes, but only dorsal PFC is involved during the manipulation of information. This idea is consistent with the findings by D’Esposito et al.: that the maintenance and manipulation of information during an alphabetization task was directly examined. Alternatively, under conditions during which subjects must actively maintain loads of information that approach or exceed their capacity, dorsal PFC is additionally recruited for the mediation of strategic processes necessary for the maintenance of a high load of information.

Delayed-response tasks like the ones employed by Rypma et al. (1999) and Manoach et al. (1997) involve several component processes for the encoding, retention, and retrieval of information. Since these were blocked designs, it is possible that the recruitment of dorsal PFC observed under conditions of high memory load may have been due to differential recruitment (compared to the low memory load condition) of processes engaged during any or all of these task periods. Thus, we subsequently performed a study using event-related fMRI that allowed us to examine brain activity which correlated with individual components of the task (encoding, delay, and response) in dorsal and ventral PFC while subjects maintained either two or six items in working memory across an unfilled delay period (Rypma & D’Esposito, 1999).
Effects of increased memory load, lateralized to right hemisphere, were observed only in dorsal PFC in the encoding period. This result suggests that dorsal PFC plays a greater role in initial encoding of information for subsequent retrieval and not necessarily during the maintenance of such information. It may be that initial encoding of information requires cognitive operations (e.g., monitoring the contents of working memory, updating and coordination of multiple memory buffers) similar to those required in the more complex tasks discussed above.

In summary, the studies reviewed suggest that PFC has functional subdivisions which may be organized by the type of information held in working memory as well as by the type of operation performed on this information. Regarding organization by content, one research group found a dorsal PFC (spatial) vs. ventral PFC (faces) difference in the pattern of activation, whereas other groups have found a hemispheric effect (left PFC, objects; right PFC, spatial). Working-memory tasks that engage “manipulation” processes have consistently found greater activation in dorsal PFC, relative to ventral PFC, regardless of the type of information being maintained and manipulated. Although more work is clearly necessary, these findings represent a significant step toward understanding the functional organization of PFC.

The Role of Non-PFC Regions in Working Memory

This chapter has extensively reviewed the role of the PFC in working memory, and possible ways in which the PFC may be functionally subdivided to support working memory. However, working memory is clearly a complex cognitive system that relies on posterior, as well as anterior, cortical regions. It is likely that subcortical structures such as the basal ganglia and thalamus also play critical roles in this network. Methods have been developed to allow for the study of the interactions among several brain regions within a functional network subserving a cognitive system such as working memory (McIntosh et al., 1996). Such studies, reviewed in another chapter in this volume, will provide a means for extending the knowledge obtained from the activation studies reviewed in this chapter. Finally, in a review of a large number of working-memory studies mentioned above (D’Esposito, Aguirre, et al., 1998), two other cortical regions are consistently activated during tasks that require working memory: lateral and medial premotor areas (Brodmann’s area 6 and area 8) and posterior parietal cortex (Brodmann’s area 40/7).

Posterior Parietal Cortex  Like PFC, posterior parietal cortex is an area of multimodal association cortex (Mesulam, 1985), that is, it receives from, and projects to, other primary and unimodal association areas all modalities of information (sensory, auditory, visual). Smith and Jonides (1998) have emphasized the role of
parietal cortex in storage processes in contrast to maintenance/rehearsal processes thought to be subserved by the PFC. In a study of verbal working memory by Awh et al. (1996), an n-back task was designed to separate the brain regions underlying storage and rehearsal. As previously described, the memory condition requires subjects to determine whether or not a letter presented is identical to one presented two letters previously in a sequence. In a “search” control condition, subjects are required to identify a predetermined stimulus (the letter M). In a “rehearsal” control condition, subjects engage in silent rehearsal by repeating each letter silently to themselves until the next letter appears. In this blocked, cognitive subtraction paradigm, it was reasoned that subtraction of the search control condition from the memory condition would reveal activation in brain regions involved in both phonological storage and rehearsal, whereas subtraction of the rehearsal control condition from the memory condition would reveal regions involved only in phonological storage. Finally, by inference, in comparison to the first subtraction, regions involved in rehearsal could be identified as well. These series of subtractions suggested that left ventral PFC (Brodmann’s area 44, Broca’s area) and premotor areas are involved in subvocal rehearsal (since they did not appear in the [memory–rehearsal] comparison), and posterior parietal cortex participates in phonological storage (since it remained in the [memory–rehearsal] comparison and was also present in the [memory–search] comparison). A similar conclusion was drawn from an earlier PET study of verbal working memory in which subjects performed a delayed response task with letters as stimuli (Paulesu et al., 1993).

A study by Fiez et al. (1996) appeared to contradict the above findings because they failed to find parietal activation when scanning with PET during the retention interval of a task that required the encoding of five words or nonwords and retrieval after scanning of the 40 sec retention interval. These results considered the possibility that parietal activation was actually due to encoding or retrieval processes rather than to storage processes. Jonides and colleagues (1998) subsequently addressed this question directly. These investigators provided behavioral evidence that Fiez et al. (1996) may not have found evidence for parietal activation because their imaging data were heavily influenced by storage of semantic, rather than phonological, representations. Based on empirical PET data using a delayed-response task with only nonwords as stimuli (thus decreasing the likelihood of storing this information in a semantic code), they demonstrated posterior parietal activation during the storage condition. These investigators proposed that left posterior parietal cortex, which is active in most verbal working-memory tasks, is specific to phonological coding and storage. An important finding consistent with this proposal is that patients with verbal working-memory deficits which are abnormal when storing phonological codes are normal
when storing semantic and visual codes (Saffran & Marian, 1975; Warrington et al., 1971).

We have recently provided additional evidence that posterior cerebral regions are critical for memory storage by employing an event-related fMRI design (Postle et al., 1999). We used an item-recognition experiment that required memory for the identity and position in the display of either of two letters or five letters (to identify load-sensitive regions), or memory for the identity and position in the alphabet of any of five letters (to identify manipulation-sensitive regions). In each subject, voxels in the left perisylvian cortex showed load, but not manipulation, sensitivity; and regions of PFC in all subjects showed the opposite pattern. This double dissociation provides additional evidence for a role of posterior perisylvian regions in storage processes and also highlights the differential role of this region from PFC. More work is clearly necessary to investigate the functional heterogeneity of posterior parietal cortex, which has evolved as a region as important for working memory function as the PFC.

Premotor Areas  Lateral premotor cortex is consistently activated in working-memory tasks. The location of activation is typically within the precentral sulcus (see D'Esposito, Aguirre, et al., 1998, for review) and likely lies within the frontal eye fields (FEF). Penfield and Boldrey (1937), using electrical stimulation, defined the FEF as the cortex lying around the precentral sulcus at the level of the middle frontal gyrus. Humans with lesions in this region have impaired visually guided (Rivaud et al., 1994) and memory-guided saccades (Pierrot-Deseilligny et al., 1991). Moreover, several PET studies have observed activation in the region around precentral sulcus during voluntary saccades (Anderson et al., 1994; Fox et al., 1985; Sweeney et al., 1996). In the Courtney et al. (1998) study, reviewed earlier, evidence was provided that there are actually two distinct regions within this area surrounding the precentral sulcus: one region that correlates with the retention delay of the memory task and one region that correlates with saccades. Although there may be a distinct region anterior to the FEF involved in temporary maintenance of spatial information, it is possible that the spatial information coded in the FEF is involved in some aspect of memory as well. Some FEF neurons display sustained activity during the delay of memory-guided saccade tasks in nonhuman primates (Bruce & Goldberg, 1985). Also, lesions within the FEF in monkeys (Deng et al., 1986) and humans (Pierrot-Deseilligny et al., 1991) have been shown to impair memory-guided saccades. Finally, increased FEF activity in PET studies of memory-guided saccades occurs even during a comparison with a visually guided saccade control task (Sweeney et al., 1996).

The role of medial premotor areas in working memory has been extensively reviewed by Petit and colleagues (1998). In this study, two regions of interest were
examined: dorsomedial PFC that comprises supplementary motor area (SMA) and anterior cingulate cortex (ACC). In an earlier review of the function of these regions, Picard and Strick (1996) proposed that the SMA can be subdivided into the SMA proper, which subserves basic spatial and temporal organization of movement, and a more anterior region, pre-SMA, which subserves additional cognitive demands, such as selection of and preparation for a motor response. Likewise, ACC can be subdivided into a caudal cingulate area that subserves simple motor functions, and a more anterior cingulate area that subserves more complex motor functions. By first identifying the SMA proper and the cingulate motor area by simple motor movements, Petit et al. were able to demonstrate that the location of sustained activity over working memory delays during both spatial and face working-memory tasks was within two distinct areas, pre-SMA and the anterior portion of the ACC. Since these areas were identified by a contrast between sustained activity during working-memory delays as compared with sustained activity during control delays in which subjects were waiting for a cue to make a simple manual motor response, it suggests that the activation of these regions does not reflect simple motor preparation, but rather a state of preparedness for selecting a motor response based on the information held on-line.

Summary

Elucidation of the cognitive and neural architectures underlying human working memory was an important focus of cognitive neuroscience for much of the 1990s. One conclusion that arises from this research is that working memory, a faculty which enables temporary storage and manipulation of information in the service of behavioral goals, can be viewed as neither a unitary nor a dedicated system. Data from numerous imaging studies have been reviewed and have demonstrated that the PFC is critical for several component processes of working memory, such as executive control and active maintenance. Moreover, it appears that the PFC has functional subdivisions which are organized by both the type of information being temporarily maintained and the type of operations performed on this information. In addition to the PFC, other brain regions, such as premotor areas and posterior parietal association cortex, comprise a functional network that may subserve other component processes of working memory function, such as selecting motor responses based on information held-on-line, and on storage processes. Numerous questions remain regarding the neural basis of this complex cognitive system, but imaging studies such as those reviewed in this chapter should continue to provide converging evidence for such questions.
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INTRODUCTION

One type of brain dysfunction that will affect all of us if we live long enough is normal aging. During aging, the brain undergoes a series of deleterious changes, including gray and white matter atrophy, synaptic degeneration, blood flow reductions, and neurochemical alterations. As in the case of brain dysfunction due to accidents or stroke, normal aging is accompanied by a variety of cognitive deficits. As we age, we are more likely to be distracted by internal and external stimuli, we forget more easily what we did and what we have to do, and it becomes increasingly difficult for us to manage several pieces of information at the same time or to perform simultaneous tasks. It seems indisputable that these age-related cognitive deficits are in great part a consequence of the age-related decline endured by the brain. Yet, although cognitive aging and neural aging have been thoroughly studied in isolation, the relations between the two phenomena are still largely unexplored. Whereas the neuroscience of aging and the cognitive psychology of aging are well developed, the cognitive neuroscience of aging is still in its infancy.

One way of relating neural and cognitive aspects of aging is to correlate measures of brain integrity, such as brain volume, to measures of cognitive ability, such as memory performance. Recently, functional neuroimaging techniques, such as positron emission tomography (PET) and functional magnetic resonance imaging (fMRI), have provided a more direct link between cerebral aging and cognitive aging. PET and fMRI studies can now reveal which brain regions are activated during a certain cognitive task, and how this activity is affected by aging.

The chapter consists of three main parts. The first part, Introduction, briefly summarizes findings provided by neural and cognitive measures of aging, as well as the attempts to correlate the two types of measures. The second part, Functional Neuroimaging of Cognitive Aging, reviews PET and fMRI studies comparing brain activity in young and older adults during the performance of cognitive tasks. The third part, Issues, discusses some current issues in the field of functional neuroimaging of cognitive aging.

A Model of Neurocognitive Aging

At present, our knowledge concerning neural and cognitive aging phenomena and their relations is too limited to allow the construction of a comprehensive and realistic model of neurocognitive aging. Nevertheless, a rudimentary model can help iden-
tify the different aspects of the problem, and this is the goal of the simple model in figure 10.1. This model has two main components: brain and cognition. Both brain and behavior are partitioned into structures and processes. This distinction is artificial but useful in conceptual terms. Structures and processes interact with each other and differ only in degree: structures are more stable (e.g., neurons, memory stores), whereas processes are more dynamic (e.g., blood flow, cognitive operations).

Aging is assumed to have direct effects on both the brain and cognition. Although any change in cognition implies a change in the brain, it is useful to differentiate between neurogenic effects (arrows 1–4) and psychogenic effects (arrows a–d). To illustrate a neurogenic causal chain, aging could lead to atrophy of gray matter in the prefrontal cortex (PFC) and to deficits in dopaminergic function, which in turn cause alterations in working memory structures and processes. As an example of a psychogenic chain, aging could be associated with an increase in the use of semantic strategies during episodic retrieval, and this change could result in age-related increase in left PFC activity. Neurogenic and psychogenic effects interact and it is impossible to place a clear boundary between them. For example, a decline in neural function may lead to a compensatory change in cognitive strategies, which in turn leads to a change in brain function. The text around the model corresponds to some of the empirical measures available for elements of the model: neural measures (left), cognitive measures (right), and task-related functional neuroimaging measures (top).
The next section reviews evidence provided by neural measures, the following section reviews findings contributed by cognitive measures, and the last section of the Introduction discusses the relation between these two types of measures.

Neuroscience of Aging

This section briefly reviews structural and functional changes in the aging brain. Several comprehensive reviews on age-related neural changes are available (e.g., DeKosky & Palmer, 1994; Kemper, 1994; Madden & Hoffman, 1997; Raz, 2000); to avoid redundancy, only their conclusions are reviewed here.

Structural Changes

The most obvious aspect of brain structure is brain volume. Postmortem studies indicate that with aging the weight and volume of the brain shrink at a slow but persistent rate of about 2% per decade (Kemper, 1994). This atrophy may reflect neuronal death and/or neuronal atrophy (e.g., Esiri, 1994) due to dendritic “debranching” and synaptic loss (Kemper, 1994). Consistent with post-mortem studies, in vivo MRI studies show significant negative correlations between overall brain volume and age (e.g., $r = -.41$ in Raz et al., 1997). Postmortem and in vivo studies also converge on the idea that age-related atrophy affects some brain regions more than others. If the median of age-volume correlations across studies is used as a comparative measure, then the regions most affected are PFC ($-.47$) and neostriatum (caudate: $-.47$; putamen: $-.44$). In contrast, temporal ($-.27$) and parietal ($-.29$) cortices, the hippocampus ($-.31$), and the cerebellum ($-.29$) show only moderate shrinkage with age (Raz, 2000). Finally, some regions, such as primary sensory areas and the pons, show little or no volume reductions with age. It is important to note that the relation between atrophy and function could vary across the brain; and hence, the same amount of atrophy (e.g., 10%) could have very different effects depending on the region affected. Figure 10.2 illustrates the finding that age-related decline in PFC is more pronounced than in hippocampal regions. The moderate shrinkage of the hippocampus in normal aging is interesting because it contrasts with the severe damage suffered by this structure in Alzheimer’s disease (AD). It has been proposed that whereas PFC atrophy is a characteristic of healthy aging, hippocampal atrophy may be a sign of pathologic aging (Raz, 2000).

Age-related atrophy in white matter can be as pronounced as in gray matter, and is probably due to a loss of myelin (Kemper, 1984). Volumetric MRI analyses show white matter atrophy primarily in PFC regions (Raz et al., 1997). This atrophy is not as pronounced as grey matter atrophy in PFC, but it is larger than white matter atrophy in other brain areas (e.g., parietal cortex). However, the most conspicuous age-related white matter change in MRI images is not atrophy, but the appearance of
the bright patches and spots known *white matter hyperintensities* (WMHs). WMHs are assumed to reflect a reduction in white matter density (Raz, 2000) and to have a variety of vascular and nonvascular causes.

Aging is also associated with an accumulation of certain chemicals and pathological structures inside or outside brain neurons. The lipid lipofuscin accrues inside cerebral and cerebellar neurons as a function of age, but its effects on neural function and behavior are still unknown (Kemper, 1994). In contrast, age-related aggregation of iron is more likely to have a deleterious effect by catalyzing the cytotoxic effects of free radicals (Marti et al., 1998). Iron accumulation is pronounced in the basal ganglia, and in accordance with the atrophy pattern in which (phylogenetically and ontogenetically) late structures are more affected, it alters primarily the caudate and the putamen but has a smaller effect on the globus pallidus (Raz, 2000). Although gross accumulation of amyloid plaques and neurofibrillary tangles is a diagnostic feature of AD, these histologic features are present to a lesser extent in the normal aging brain (Schochet, 1998).

**Functional Changes** Age-related changes in brain function include alterations in neurochemistry, blood flow, and in the metabolism of oxygen and glucose. Changes in number of receptors and/or concentration of enzymes and neurotransmitters have been reliably observed for serotonin, acetylcholine, and dopamine (Strong, 1998). As in the case of atrophy, receptor losses are conspicuous in the PFC, where significant
reductions in serotonergic (e.g., Wang et al., 1995), cholinergic (Lee et al., 1996), and dopaminergic (e.g., de Keyser et al., 1990) receptors have been demonstrated. Serotonin function is associated with mood regulation, and depressive mood in older adults could contribute to their cognitive deficits (Strong, 1998). The cholinergic system is critical for learning and memory, and its decline is one of the causes of memory decay in AD patients (Weinstock, 1995). Significant age-related decreases in cholinergic receptors of the muscarinic type have been demonstrated not only in PFC, but also in the basal ganglia and hippocampus (DeKosky & Palmer, 1994). Although age-related decreases in dopamine content are modest (DeKosky & Palmer, 1994), considerable reductions in the number of striatal D₂ receptors have been demonstrated, both postmortem and in vivo (Strong, 1998). Dopamine is primarily associated with motor function, but its modulatory effect on frontal function is also critical for cognitive function (Volkow et al., 1998). Alterations in dopaminergic fronto-striatal loops contribute to cognitive deficits in Parkinson’s disease (PD) and may also be an important component of cognitive decline in normal aging (Bashore, 1993; Prull et al., 2000).

In living humans, regional cerebral blood flow (rCBF) has been investigated mainly with the xenon¹³¹ nontomographic imaging technique, which measures rCBF only in the cortex, or with the °¹⁵-O-PET technique, which measures rCBF throughout the brain (Madden & Hoffman, 1997). The results of most of these studies indicate that aging is associated with a decline in rCBF over the entire cortex. The distribution of blood flow between frontal and posterior regions also changes with age: whereas middle-aged adults show more rCBF in anterior than in posterior regions (hyper-frontality), older adults display more rCBF in posterior than in anterior regions (hypofrontality; West, 1996). Fluorodeoxyglucose PET provides a measure of glucose metabolism in living humans. In contrast with blood flow data, findings regarding age-related changes in glucose metabolism have been inconsistent, with some studies finding significant age-related decreases in some regions (e.g., PFC; Kuhl et al., 1984) and others showing no differences whatsoever (for a review, see Madden & Hoffman, 1997).

In sum, normal aging is associated with a series of changes in brain anatomy and physiology. Gray matter atrophy is maximal in frontal and neostriatal regions; moderate in temporal, parietal, hippocampal, and cerebellar regions; and minimal in primary sensory areas. Frontal regions are also affected by white matter atrophy, and striatal regions by iron deposits. Functional changes include alterations in neurotransmitter systems, blood flow, and metabolism. Age-related reductions in acetylcholine receptors are prominent in frontal, striatal, and hippocampal regions, and for dopamine receptors in the neostriatum. Changes in cholinergic and dopaminergic
function could underlie age-related deficits in memory and frontal functions. Age-related reductions in blood flow have been observed over the entire cortex, whereas results for glucose metabolism have been inconclusive. Thus, the regions most affected by age-related neural changes are frontal and neostriatal regions, followed by hippocampal, temporal, parietal, and cerebellar regions. This pattern is consistent with the idea that those structures which appeared late during phylogenesis and develop late during ontogenesis are more vulnerable ("last in, first out"; for a review see Raz, 2000).

Cognitive Psychology of Aging

While neuroscientists were busy gathering information about the effects of aging on brain structures and functions, cognitive psychologists were independently engaged in measuring and explaining age-related decline in cognitive functions. This section summarizes basic cognitive aging findings and theories.

Data

This section reviews cognitive aging data in areas where functional neuroimaging studies have been conducted: (1) visual perception and attention; (2) episodic memory and priming; and (3) working memory and executive functions. Because excellent reviews on cognitive aging data are available (e.g., Balota et al., 2000; McDowd & Shaw, 2000; Schneider & Pichora-Fuller, 2000; Spencer & Raz, 1995; Verhaeghen et al., 1993; Zacks et al., 2000), repetition is reduced by relying on these reviews whenever possible.

Visual Perception and Attention

Traditionally, psychologists have focused on the effects of aging on higher-order cognitive processes and paid little attention to age-related changes in sensory and perceptual processes. This situation has changed in recent years, partly due to new evidence of strong correlations between age-related sensory/perceptual decline and cognitive decline (e.g., Lindenberger & Baltes, 1994). There are three main explanations for the close link between age-related deficits in perception and in cognition (Baltes & Lindenberger, 1997; Schneider & Pichora-Fuller, 2000): (1) perceptual decline causes cognitive decline; (2) cognitive decline causes perceptual decline; and (3) perceptual and cognitive decline have a common cause. These three alternatives have different implications concerning the neural basis of age-related information-processing deficits. In the second case, for example, age-related perceptual deficits could reflect changes in regions associated with higher-order processes (e.g., PFC) rather than in regions associated with perceptual processes (e.g., occipital cortex).

In the case of vision, sensory deficits are primarily due to the decline of eye structures, including cornea, iris, lens, and humors (for a review, see Schneider & Pichora-
Fuller, 2000). These changes lead to decreases in sharpness, contrast, and brightness of retinal images, even after optical correction. Although visual pathways and the striate cortex are not markedly altered by aging, age-related deficits are also found in higher-order visual processes, such as peripheral vision and motion perception (Schneider & Pichora-Fuller, 2000). Age-related peripheral vision deficits are more pronounced under divided attention conditions. In general, older adults show deficits in attentionally demanding tasks, such as visual search, divided attention, and task switching (McDowd & Shaw, 2000). Perception involves a spectrum of cognitive operations from low-level analyses of the sensory input to semantic processing and identification of objects and words. Evidence suggests that in visual word identification tasks, sensory processing is more sensitive to age-related slowing than is access to word meaning (see Madden et al., 1996).

**EPISODIC MEMORY AND PRIMING** A considerable amount of evidence suggests the existence of at least five different memory systems: episodic memory, priming, working memory, semantic memory, and procedural memory (Tulving, 1995). Episodic memory refers to encoding and retrieval of information about personally experienced past events (Tulving, 1983). Priming occurs when a past experience (e.g., reading the word *assassin*) facilitates cognitive performance (e.g., completing _SS_ SS__) in the absence of a conscious intention to retrieve the experience (for a review, see Roediger & McDermott, 1993). Working memory is discussed below, but semantic and procedural memory are not considered here because they have not yet been the focus of functional neuroimaging studies of cognitive aging (see, however, PET of a lexical decision task in Madden et al., 1996). The effects of aging on episodic memory and priming can be summarized in a simple statement: aging effects are considerable on episodic memory but negligible on priming. This statement is generally correct, even if some forms of episodic memory are more affected than others (for reviews, see Balota et al., 2000; Spencer & Raz, 1995; Zacks et al., 2000) and priming tests occasionally show significant age effects (for a review, see La Voie & Light, 1994).

Age-related episodic memory deficits may reflect difficulties during encoding, during retrieval, or both. Behavioral measures cannot easily distinguish between these alternatives, because they can only assess encoding success on the basis of retrieval performance. In contrast, functional neuroimaging methods can provide separate measures of encoding and retrieval, and hence provide very useful information regarding this issue. In addition to the encoding/retrieval distinction, two other distinctions are critical concerning the effects of aging on episodic memory: recall vs. recognition and context vs. content memory. In general, age effects are larger on recall tests than on recognition tests, and on context memory tests (e.g., source tests, temporal order tests) than on content memory tests (e.g., recognition) (Spencer & Raz,
More generally, older adults tend to be more impaired on tests that require strategic retrieval, such as recall and context memory tests, than on those which require only associative retrieval, such as simple recognition tests (Moscovitch, 1992).

**WORKING MEMORY AND EXECUTIVE FUNCTIONS** According to Baddeley’s model (Baddeley, 1986, 1998), working memory consists of two slave systems—the phonological loop and the visuospatial sketchpad—and a central executive. The slave systems are assumed to maintain verbal or visuospatial information for a brief period of time, and are roughly equivalent to the concept of short-term memory. The central executive, on the other hand, is assumed to have a supervisory role and to distribute attentional resources among different operations performed on information in working memory. In general, simple short-term memory tasks show modest age effects, whereas tasks involving executive processes show large age effects. For example, the meta-analysis of Verhaeghen et al. (1993) indicated that the effects size of aging is $-0.31$ for an auditory digit span task but $-0.81$ for tasks involving executive operations, such as the working-memory span task (Daneman & Carpenter, 1980). Older adults are also impaired on problem solving tasks that involve shifting strategies and inhibiting responses, such as the Wisconsin Card Sorting Test (WCST) (e.g., Haaland et al., 1987; Parkin & Lawrence, 1994).

**Theories** Older adults’ cognitive decline has been attributed to deficits in (1) attentional resources, (2) processing speed, and (3) inhibition. Several other hypotheses have been proposed, but they are usually variations of these three main views.

**ATTENTIONAL RESOURCES** According to Kahneman’s (1973) economic metaphor, cognitive processes are fueled by a limited supply of attentional resources. Craik and collaborators (Craik, 1983, 1986; Craik & Byrd, 1982) suggested that aging is associated with a reduction in the amount of attentional resources, which results in deficits in demanding cognitive tasks. This view is supported by evidence that older adults’ memory performance resembles that of young adults under divided attention conditions (e.g., Anderson et al., 1998; Jennings & Jacoby, 1993). A corollary of the reduced attentional resources view, the environmental support hypothesis (Craik, 1983, 1986), predicts that age-related differences should be smaller when the task provides a supportive environment which reduces attentional demands. Consistent with this hypothesis, age-related deficits in episodic retrieval tend to be smaller on recognition tests (more environmental support) than on recall tests (less environmental support) (Spencer & Raz, 1995).

**PROCESSING SPEED** According to Salthouse and collaborators, older adults’ cognitive deficits are primarily a consequence of a general age-related reduction in
processing speed (for a review, see Salthouse, 1996). Slow processing is assumed to impair cognitive performance because of two mechanisms: (1) the time required by early operations reduces the time available for later operations (*limited time mechanism*); and (2) the products of early operations are lost or irrelevant by the time later operations are completed (*simultaneity mechanism*). This view emphasizes general aging mechanisms rather than task-specific mechanisms. For example, age-related memory deficits are not considered memory deficits per se, but rather consequence of a general slowing phenomenon. This view is supported by evidence that processing speed declines steadily with age, that this slowing shares considerable variance with age-related deficits in cognitive measures, and that processing speed is a strong mediator of cognitive decline in structural equation models (for a review, see Salthouse, 1996).

**INHIBITION** The inhibition view of Hasher and Zacks (e.g., Hasher & Zacks, 1988; Zacks et al., 2000) attributes age-related cognitive deficits to a decline in the inhibitory control of working-memory contents. Such control involves three functions (Hasher et al., 1999): (1) to stop partially activated goal-irrelevant information from entering working memory (*access* function); (2) to dampen the activation of information that is no longer relevant to the current task (*suppression* function); and (3) to block strong inappropriate responses, thereby allowing weak appropriate responses (*restraint* function). When inhibitory control fails, goal-irrelevant information gains access to working memory, and the resulting “mental clutter” impairs working-memory operations, including the encoding and retrieval of episodic information (Zacks et al., 2000). Evidence supporting the inhibition view include results showing that, compared to young adults, older adults make more indirect semantic associations and better remember disconfirmed solutions and to-be-forgotten information (for a review, see Zacks et al., 2000).

In summary, this section has mentioned a few examples of the effects of aging on visual perception and attention, episodic memory and priming, and working memory and executive functions. In general, age-related perceptual deficits are highly correlated with age-related cognitive deficits, increase as a function of attentional demands, and are less pronounced in semantic aspects of object identification. The effects of aging on episodic memory are quite large, whereas those on priming tend to be small. Age-related deficits on episodic memory may be due to problems in encoding, retrieval or both, and tend to be larger on recall and context memory than on recognition. Age effects on working memory are more pronounced on tests involving executive functions than on simple short-term memory tasks. Age-related cognitive deficits have usually been interpreted in terms of reduced attentional resources, processing speed, or inhibitory control.
Cognitive Neuroscience of Aging

Linking Age-Related Cognitive Deficits to the Brain  The previous two sections briefly reviewed the progress made in neuroscience of aging and cognitive psychology of aging. Unfortunately, the relation between these two domains—the cognitive neuroscience of aging—has received very little attention. The main goal of this new discipline is to link neural and cognitive aspects of aging (for reviews, see Moscovitch & Winocur, 1992, 1995; Prull et al., 2000). There are several different ways to address this problem, but this section will mention only three: (1) making inferences from psychological theories of aging; (2) using patients with focal brain damage and degenerative disease as models of cognitive aging; and (3) interpreting age-related cognitive deficits in terms of general cognitive neuroscience models. These three strategies are briefly discussed below.

Although the psychological theories of cognitive aging discussed in the previous section do not make explicit predictions concerning the neural basis of aging, some expectations may be inferred. If age-related cognitive deficits reflect reduced attentional resources, then it is reasonable to assume that they involve brain areas associated with attention, such as PFC and anterior cingulate, thalamic, and parietal regions (Posner & Petersen, 1990). Also, this view suggests that brain function in older adults should resemble brain function in young adults under divided attention, and that age-related differences in brain function should decrease as environmental support increases (Anderson & Craik, 2000). In contrast, if age-related cognitive deficits reflect a general slowing phenomenon, then the neural correlates of these deficits can be assumed to be similar across tasks, and possibly to involve changes in neural transmission speed due to white matter alterations. Likewise, they could involve alterations in regions that play a role in the coordination of cognitive operations and motor responses, such as the cerebellum and the striatum. Finally, if age-related cognitive deficits reflect a deficiency in inhibitory mechanisms, then they are likely to involve regions associated with such mechanisms, such as PFC and anterior cingulate regions. Also, the inhibition view would predict that some brain regions should be more activated in older adults than in young adults, and that these activations should be negatively correlated with performance. It is important to emphasize that these inferences are mediated by assumptions concerning the roles of different brain regions in attention, processing speed, and inhibition, which require their own corroboration.

An alternative strategy is to reason by analogy from brain-damaged patients (Prull et al., 2000): if patients with damage in specific brain regions display cognitive deficits that are qualitatively similar to the ones displayed by elderly adults, then age-related cognitive deficits may be related to alterations in these specific regions. Conversely, if damage of a certain brain area yields a kind of cognitive deficit that is uncommon
in healthy aging, then it is unlikely that such area is a major contributor to cognitive aging. Let us consider three neuropsychological syndromes: frontal damage, Parkinson disease (PD), and medial-temporal amnesia. Frontal patients show in augmented fashion many of the cognitive deficits displayed by healthy elderly, including difficulties with recall, context memory, working memory, and executive functions. Also, both frontal patients and elderly adults show deficits on tests that require task switching and inhibition, such as the WCST (Moscovitch & Winocur, 1995). This and other evidence have provided strong support for the view that frontal dysfunction is one of the main causes of age-related cognitive decline (West, 1996).

The pattern of cognitive deficits in PD patients is also quite similar to that of healthy aging, probably because dopamine deficits that characterize PD compromise the operation striatal-frontal circuits (Alexander et al., 1986), thereby leading to features of frontal dysfunction (Prull et al., 2000). PD could be a better model of cognitive aging than frontal damage, because frontal dysfunction in healthy aging is likely to be global rather than focal, and functional rather than structural. Actually, as mentioned previously, aging is associated with alterations in the dopaminergic system (see above), and hence it is possible that frontal-like deficits in old age reflect the dysfunction of this system (Prull et al., 2000).

Finally, older adults show deficits in episodic memory, which is a function severely impaired in medial-temporal amnesics. Although this would suggest that medial-temporal dysfunction is a main contributor to cognitive decline, episodic memory deficits are different in medial-temporal amnesics and healthy elderly. For example, whereas healthy elderly tend to be more impaired in recall than in recognition (Spencer & Raz, 1995), there is evidence that medial-temporal amnesics are equally impaired in recall and recognition (Haist et al., 1992; see, however, Hirst et al., 1988). Medial-temporal deficits do not seem to be a general component of cognitive aging, but rather they might be a precursor of AD (Prull et al., 2000).

A third strategy to link age-related cognitive deficits to the brain is to account for these deficits within a general cognitive neuroscience model. For example, one model that has been explicitly applied to explain patterns of preserved and impaired functions in healthy aging is Moscovitch’s memory model (Moscovitch, 1992; Moscovitch & Umiltà, 1991). This model has four main components: (1) a posterior cortical component that mediates perceptual priming; (2) a medial temporal/hippocampal component that mediates associative episodic memory; (3) a frontal system that mediates strategic episodic memory and rule-based procedural memory; and (4) a basal ganglia component that mediates sensorimotor procedural memory. This model can account for minimal age effects on perceptual priming on the assumption that the posterior cortical component is relatively resistant to aging. It can also account for larger age
effects on recall and context memory than on recognition on the assumption that episodic memory is mediated by two systems: an associative medial-temporal system and a strategic frontal system. The associative system automatically encodes information that has been consciously apprehended, and it automatically retrieves it whenever an appropriate cue is presented. This system cannot distinguish veridical from false memories, organize the retrieval output, or guide a retrieval search. These “intelligent” functions are provided by the strategic frontal system, which controls the operation of the associative medial-temporal system. This view predicts that age effects should be more pronounced on episodic memory tests that more dependent on the strategic system, such as recall and context memory, than on tasks that rely primarily on the associative system, such as recognition. The controlled strategic system consumes more attentional resources than the automatic strategic system, and hence, it is more sensitive to an age-related reduction of these resources (Moscovitch & Winocur, 1995). Also, as mentioned above, there is evidence that the integrity of the PFC is more sensitive to aging than that of medial-temporal regions.

**Empirical Evidence in Cognitive Neuroscience of Aging** Whether inspired by psychological theories, neuropsychological findings, or cognitive neuroscience models, hypotheses concerning the neural basis of cognitive aging must be corroborated by empirical evidence. There are two basic approaches to gathering this evidence: correlational and task-related functional neuroimaging. The difference between these two approaches is depicted in figure 10.1.

The correlational approach involves associating a neural measure, typically volumetric MR1 or rCBF (left side of figure 10.1) and a cognitive measure (right side of figure 10.1). Consider three examples of the correlational approach (for a review, see Raz, 2000). First, a group of studies correlated the volume of medial temporal regions, such as the hippocampus or the hippocampal formation with measures of episodic memory performance. The results of these studies have been contradictory, with some studies showing a moderate positive correlation (e.g., Golomb et al., 1994), other studies showing a lack of correlation (e.g., Raz, Gunning-Dixon et al., 1998), and still other studies showing negative correlations (e.g., Kohler et al., 1998). Second, in some studies the volume of the PFC was correlated with measures of working memory. For example, Raz, Dupuis, et al. (1998) found weak positive correlations between the volume of the dorsolateral PFC and working memory, both verbal and nonverbal. However, these associations were nonsignificant after adjustment for age. Finally, a few studies correlated functional measures, such as rCBF or glucose or oxygen metabolism, with cognitive performance data collected outside the scanner. Eustache et al. (1995), for example, found significant correlations between word-pair cued recall (from Wechsler Memory Scale) and oxygen consumption in bilateral hip-
pocampal and left thalamic regions. These correlations remained significant after adjustment for age.

In general, the results of correlational studies using structural neural measures have not provided consistent associations between age-related cognitive deficits and specific brain regions. As illustrated in figure 10.1, one possible reason for this outcome is that the relation between brain structures and cognitive functions is quite indirect. Age-related changes in brain structures can affect cognitive functions only if they are associated with changes in brain function. The relation between brain function and cognitive performance is more direct, and this could be one of the reasons why functional-correlational studies, such as the one by Eustache et al. (1995), are more likely to find significant correlations. Yet, the relation between brain activity and cognitive performance in these studies is still oblique; age-related difference in resting brain activity is not directly associated with cognitive performance. For example, older adults may show reduced resting rCBF in a certain region but recruit this region as much as young adults during a cognitive challenge. Conversely, a region may not show age-related rCBF differences during rest, but these differences may become apparent under the demands of cognitive tasks (Anderson & Craik, 2000).

In contrast, task-related functional neuroimaging measures (see top of figure 10.1) do not assess brain activity and cognitive performance independently, but in direct relation to each other. In contrast to correlational studies, if a brain region shows an age-related difference in brain activity during a particular cognitive task, then it is quite likely that this region is involved in the age-related differences found in the performance of the task. Despite a series of problems discussed at the end of the chapter, these measures are probably our best chance of identifying the particular brain regions underlying specific age-related cognitive deficits. Task-related functional neuroimaging measures are reviewed below.

FUNCTIONAL NEUROIMAGING OF COGNITIVE AGING

This section reviews functional neuroimaging studies that compared brain activity in young and old healthy subjects. This field is quite new, and only about a dozen studies have been published. Except for one fMRI study (Rypma & D’Esposito, 2000), all these studies measured rCBF with 15O-PET. The studies are classified in three groups: (1) visual perception and attention (see table 10.1); (2) episodic memory and priming (see table 10.2); and (3) working memory and executive processes (see table 10.3). With only a few studies in each group, it is impossible to abstract general patterns of results or arrive at definite conclusions. Nevertheless, a few results in each
cognitive domain have been replicated by two or more studies, and these results are summarized and related to theories of aging at the end of this section.

Visual Perception and Attention

One of the first activation studies of cognitive aging, Grady et al. (1994), focused on visual cognition. This study investigated the effects of aging on object and spatial visual processing by comparing rCBF in young and older adults on a face-matching task and location-matching task. In both tasks, older adults performed as accurately as young adults but their responses were significantly slower. Both groups showed the expected dissociation between ventral and dorsal visual processing pathways (Ungerleider & Mishkin, 1982): compared to a sensorimotor task, the face-matching task yielded occipitotemporal activations, whereas the location-matching task yielded occipitoparietal activations (see table 10.1). As illustrated by figure 10.3, during both the face-matching and the location-matching tasks, older adults showed less activity than young adults in occipital regions (lingual gyrus and cuneus) but more activity outside the occipital cortex (temporal, medial parietal, PFC, and insular regions). According to the authors, this pattern suggests that young adults engaged visual areas

<table>
<thead>
<tr>
<th>Study/Contrast</th>
<th>Behavior</th>
<th>Y = O&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Y &gt; O, Y not O&lt;sup&gt;b&lt;/sup&gt;</th>
<th>O &gt; Y, O not Y&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Grady et al. (1994)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Face matching minus sensorimotor</td>
<td>Accur: Y = O</td>
<td>B18, B19 (ventral), B37</td>
<td>R18 (lingual)</td>
<td>B37, B47, B46, LIns</td>
</tr>
<tr>
<td>Location matching minus sensorimotor</td>
<td>Accur: Y = O</td>
<td>B19 (dorsal), B7</td>
<td>B18 (lingual and Cu)</td>
<td>B37, L19, M7(pCu), L10, L8, R47, LIns</td>
</tr>
<tr>
<td><strong>Madden et al. (1996)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lexical decision minus passive encoding</td>
<td>Accur: ceiling</td>
<td>B18 (lingual and fusiform)</td>
<td>L18 (lingual and fusiform)</td>
<td></td>
</tr>
<tr>
<td>Passive encoding minus sensorimotor</td>
<td>Accur: ceiling</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Madden, Turkington et al. (1997)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Central attention minus passive</td>
<td>Accur: Y = O</td>
<td></td>
<td>L32, L10</td>
<td></td>
</tr>
<tr>
<td>Divided attention minus central</td>
<td>Accur: Y &gt; O</td>
<td>B18 (lingual and inf occipital)</td>
<td></td>
<td>L32, L6, R9</td>
</tr>
</tbody>
</table>

<sup>a</sup>Regions that were significantly activated in both groups when taken separately.

<sup>b</sup>Regions that were more activated in the young group than in the old group, or that were activated in the young but not in the old group.

<sup>c</sup>Regions that were more activated in the old group than in the young group, or that were activated in the old group but not in the young group.

Note: The numbers correspond to Brodmann areas activated in each contrast.
Y, young; O, old; B, bilateral; L, left; R, right.
before the ventral-dorsal bifurcation more efficiently, whereas older adults had to rely also on areas either farther along in the ventral and dorsal pathways, including PFC, or outside these pathways. They also proposed that the extra processing performed by these additional regions could account for slower reaction times in older adults.

Words are also assumed to be processed along the ventral visual pathway. Accordingly, Madden et al. (1996) predicted that a lexical decision task (word/nonword decision) would yield an activation pattern similar to that of the face-matching task in Grady et al.’s (1994) study. Madden et al. compared the lexical decision task to a task in which subjects made the same response to words and nonwords (passive encoding of letter features), which was in turn compared to a simple sensorimotor task. Consistent with Grady et al., ventral pathway activity during the lexical decision task was weaker in older adults than in young adults (see table 10.1). Unlike Grady et al., however, these age-related rCBF differences were not associated with differences in reaction times (RTs). Age-related decreases in ventral pathway activity were also found in the passive encoding condition, although more anteriorly, in Brodmann area (BA) 20. Additionally, the passive encoding task yielded an age-related rCBF decrease in medial PFC (left BA 32/10), which contrasts with the age-related PFC increase found by Grady et al., although that difference was dorsolateral rather than medial. In short, Madden et al. replicated Grady et al.’s finding of age-related decrease in the ventral pathway but not their finding of an age-related increase in PFC.

A subsequent study by Madden et al. (1997) replicated both findings. This study investigated the neural correlates of selective and spatial attention in young and older
adults. Subjects had to indicate which of two target letters was included in the matrix. In the Central condition, the target always occurred in the center of the matrix, whereas in the Divided condition, it could appear in any of the nine matrix locations. Young adults were more accurate and faster than older adults in the Divided condition, but not in the Central and Passive conditions. Replicating Grady et al. (1994), in the Divided-Central contrast, older adults showed weaker activity than young adults in occipital regions but stronger activity than young adults in PFC (see table 10.1). The authors suggested that older adults were not able to perform the search task on the basis of letter identification processes mediated by the ventral pathway, and had to rely on higher-order control processes (e.g., rehearsal, monitoring) mediated by the frontal lobes.

In summary, the studies in this section converged on a very interesting finding: age-related rCBF decreases in occipital cortex coupled with an age-related rCBF increases in PFC (Grady et al., 1994; Madden et al., 1997). This finding was interpreted as reflecting altered perceptual mechanisms in older adults that are compensated for by increased PFC involvement (Grady et al., 1994; Madden et al., 1997). According to Grady et al. (1994), the engagement of PFC could account for older adults’ slower responses.

Episodic Memory and Priming

In a seminal study in this area, Grady et al. (1995) investigated age effects on the neural correlates of episodic memory for faces. Subjects tried to remember unfamiliar faces and then performed a forced-choice recognition test. During encoding, young adults showed stronger activations than older adults in left temporal, left PFC, and anterior cingulate regions (table 10.2). There was also a nonsignificant age-related decrease in the right hippocampus. During recognition, there were age-related decreases in activation in right parietal and occipital regions, but right PFC activity was similar in both groups. Thus, age effects occurred during both encoding and recognition, but they were more prominent during encoding. The authors suggested that older adults failed to engage the appropriate encoding network, encoded faces insufficiently, and, as a consequence, showed poorer recognition performance. They contrasted these results with those of Grady et al.’s (1994) face-matching task, in which compensatory activations could have allowed older adults to maintain accuracy at the expense of speed.

A second study in the memory domain was conducted by Schacter and collaborators (1996). In this study, young and older adults were scanned while recalling words (stem cued-recall) in conditions of high and low recall performance. Regions associated with the low recall condition were assumed to reflect retrieval effort, and those
## Table 10.2
Effects of Aging on Brain Activity Associated with Episodic Memory and Priming

<table>
<thead>
<tr>
<th>Study/Contrast</th>
<th>Behavior</th>
<th>Y = O</th>
<th>Y &gt; O, Y not O</th>
<th>O &gt; Y, O not Y</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Grady et al. (1995)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Face encoding minus two control tasks</td>
<td>Accur: Y &gt; O RTs: Y = O</td>
<td>R10/46, R47</td>
<td></td>
<td>R7, R19</td>
</tr>
<tr>
<td>Face recognition minus two control tasks</td>
<td></td>
<td></td>
<td>L37, L45/47, M32, RHipp†</td>
<td></td>
</tr>
<tr>
<td><strong>Schacter et al. (1996)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High recall minus stem completion</td>
<td>Accur: Y &gt; O</td>
<td>BHipp</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low recall—stem completion</td>
<td>Accur: Y &gt; O</td>
<td>B10</td>
<td></td>
<td>R46†, L45†, R4/6†</td>
</tr>
<tr>
<td><strong>Cabeza, Grady et al. (1997)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PLS: encoding</td>
<td>Accur: Y = O</td>
<td>R22/42, R40</td>
<td>L46, L8, L6, L1/2/3, L19</td>
<td>BIns, R18, M24</td>
</tr>
<tr>
<td>PLS: retrieval</td>
<td>Accur: Y = O</td>
<td>R10</td>
<td>R9m, R47, R9, R39, R20/21, midbrain</td>
<td>M31(Cun/pCun), L47, M32/6, L22</td>
</tr>
<tr>
<td><strong>Madden, Turkington et al. (1999)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Encoding minus Baseline</td>
<td>Accur: ceiling RTs: Y &lt; O</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Backman et al. (1997)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline minus Priming</td>
<td>Priming: Y = O</td>
<td>R19</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recall minus Baseline</td>
<td>Accur: Y &gt; O</td>
<td>B10/46, B32</td>
<td>L Cb, L22 (Wernicke)</td>
<td>B36</td>
</tr>
<tr>
<td><strong>Cabeza et al. (2000)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Item memory minus order memory</td>
<td>Accur: Y = O</td>
<td>L28, B38, Caud</td>
<td>LSyl</td>
<td>L10, Cb</td>
</tr>
<tr>
<td>Order memory minus item memory</td>
<td>Accur: Y &gt; O</td>
<td>B39, L9</td>
<td>R10, M19/18 (Cun/pCun), R39/19</td>
<td></td>
</tr>
<tr>
<td><strong>Anderson et al. (2000)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-attention: recall minus encoding</td>
<td>Accur: Y &gt; O</td>
<td>L11, R47, R10, M32, Bins, precun, Cb, ptm, bs</td>
<td>B10, R9, M23, cun, th</td>
<td>L45/46, L47, R4, M32, L19, cun, bs</td>
</tr>
</tbody>
</table>

**Note:** See note of table 10.1.
associated with the high recall condition to reflect recollection of target words. In the high recall condition, young and older adults showed similar hippocampal activations (see table 10.2). In the low recall condition, anterior PFC regions were more activated in young and than in older adults, whereas posterior PFC regions showed a non-significant trend in the opposite direction. According to the authors, the similar hippocampal activations may reflect a commonality in the way young and older adults remember past events, whereas differences in PFC activity may reflect a change in retrieval strategies. The age-related reduction in anterior PFC activity suggests a problem engaging the mental set of episodic retrieval (Nyberg et al., 1995), whereas the age-related increase in posterior PFC activity suggests the adoption of inefficient retrieval strategies (e.g., a phonetic strategy involving Broca’s area, left BA 45).

The combined results of Grady et al. (1995) and Schacter et al. (1996) suggested two conclusions: (1) age-related reductions in hippocampal activity occur during encoding (Grady et al.) but not during retrieval (Schacter et al.); and (2) age-related reductions in PFC activity occur for recall (Schacter et al.) but not for recognition (Grady et al.). However, these differences might reflect discrepancies in the materials employed in the two studies (novel nonverbal information in Grady et al. vs. well-learned verbal information in Schacter et al.). To investigate this issue, Cabeza, Grady et al. (1997) compared the effect of aging on encoding, recognition, and recall, using the same kind of materials (word pairs). Older adults showed lower activity than young adults in left PFC and occipitotemporal regions during encoding, and in right PFC and parietal regions during recognition and recall (see table 10.2). According to the authors, these age-related reductions reflected altered memory networks during both encoding and retrieval. Regions showing age-related increases included the right insula during encoding, the cuneus/precuneus area during recognition, and the left PFC during recall (see table 10.2). Because the left PFC is associated with word generation and its augmented activity in older adults could have aided their cued recall performance, the authors interpreted the age-related increase in left PFC activity as compensatory. Consistent with the hemispheric encoding/retrieval asymmetry (HERA) model (Nyberg, Cabeza, & Tulving, 1996; Tulving et al., 1994), PFC activity in young subjects was left-lateralized during encoding and right-lateralized during recall. In contrast, older adults showed little PFC activity during encoding and a more bilateral pattern of PFC activation during retrieval (see figure 10.7A). This bilateral pattern was also interpreted as compensatory: to counteract neurocognitive deficits, older adults would engage both prefrontal cortices in a task for which young adults recruit only one prefrontal cortex. The age-related reduction in hemispheric asymmetry is further discussed at the end of the functional neuroimaging review.

Madden, Turkington, et al. (1999) also investigated both encoding and retrieval (see table 10.2). Subjects made living/nonliving decisions about words while trying
to memorize them, and then performed a recognition test. During encoding, young adults did not show any significant activation, but there were two regions showing significant age-related increases: the left thalamus and the red nucleus. According to the authors, the living/nonliving task was not difficult enough to elicit activations in young adults, and the thalamic activation in older adults could reflect increased attention during encoding. The recognition condition replicated the finding of Cabeza, Grady et al. (1997): PFC activity was right-lateralized in young subjects but bilateral in old subjects (see figure 10.7B). According to the authors, their results extended Cabeza et al.’s finding to conditions in which older adults perform more poorly than young adults. The activation data of Madden, Turkington et al. (1999b) was subsequently investigated by conducting a stepwise regression analysis of RT data that distinguished between exponential ($\tau$) and Gaussian ($\mu$) components of RT distributions (Madden, Gottlob, et al., 1999). During recognition, young adults’ right frontal activity was related only to $\mu$ (right BA 10), whereas older adults showed activations related to both $\mu$ and $\tau$ (right BA 10, left BA 41). Since $\tau$ is associated with task-specific decision processes and $\mu$ is associated with residual sensory coding and response processes, the authors concluded that attentional demands were greater for older adults, possibly leading to the recruitment of additional regions.

As discussed earlier, older adults tend to be impaired in explicit but not in implicit memory. Bäckman and collaborators (1997) investigated the neural basis of this dissociation. Young and old subjects were presented word stems and tried to complete them, either with the first word that came to mind (Priming condition) or with studied words (Recall condition). As expected, age-related rCBF differences were considerable in the recall condition but minimal in the priming condition. In both groups, priming was associated with a similar right occipital deactivation (see table 10.2 and figure 10.4). This deactivation did not reach significance in the young group, possibly due to a lack of statistical power. During recall, older adults showed activations sim-
ilar to those of young adults in bilateral PFC and cingulate regions. As in Cabeza, Grady et al. (1997), left PFC activations during recall were significant in older adults but not in young adults (see figure 10.7C). Compared to young adults, older adults showed weaker activations in the cerebellum and Wernicke’s area, and stronger activations in bilateral medial temporal regions. According to Bäckman et al., the age-related decrease in the cerebellum could reflect impaired self-initiated retrieval and processing speed, whereas the one in Wernicke’s area suggested a deficit in visual-auditory recoding. The most surprising finding of this study was the age-related increase in medial temporal regions. The authors related this finding to the aforementioned distinction between a frontal strategic system and a medial temporal associative system (e.g., Moscovitch, 1992). Bäckman et al. suggested that older adults might rely on nonstrategic processes to a greater extent than young adults.

Age effects are usually larger on context memory than on item memory (Spencer & Raz, 1995). To investigate the neural basis of this differential effect, Cabeza et al. (2000) compared rCBF in young and older adults during item retrieval (recognition) and temporal-order memory (recency). There were three main results (see table 10.2). First, younger adults engaged right PFC more during temporal-order retrieval than during item retrieval, whereas older adults did not. This result is consistent with the hypothesis that context memory deficits in older adults are due to PFC dysfunction. Second, ventromedial temporal activity during item memory was relatively unaffected by aging. This finding concurs with evidence that item memory is relatively preserved in older adults (e.g., Spencer & Raz, 1995) and with the aforementioned idea that medial temporal regions are involved in automatic retrieval operations (e.g., Moscovitch, 1992). Finally, replicating the results of Cabeza, Grady et al. (1997), older adults showed weaker activations than young adults in the right PFC but stronger activations than young adults in the left PFC. The age-related increase in left PFC activity was again interpreted as compensatory.

As mentioned in the Introduction, one piece of evidence supporting the reduced attentional resources view is evidence that when attention is divided during encoding, young adults’ memory performance resembles that of older adults (e.g., Anderson et al., 1998). To investigate this phenomenon, Anderson et al. (2000) scanned young and old subjects while encoding or recalling word pairs under full attention (FA) or divided attention (DA). Under FA conditions, there were age-related reductions in left PFC activity during encoding and age-related increases in left PFC activity during retrieval (see table 10.2). These results are consistent with Cabeza, Grady et al. (1997). One of the most interesting findings of Anderson et al. was that some left PFC activations during encoding (BA 45/46 and 44/9) were similarly affected by divided attention and by aging. This finding is consistent with the reduced attentional resources view, and suggests that poor memory performance in older adults is partly
due to impaired encoding operations mediated by the left PFC (Cabeza, Grady et al., 1997; Grady et al., 1995).

In summary, age-related differences in brain activity were observed for episodic encoding and retrieval but not for priming. During encoding, age-related decreases in activation were observed primarily in left PFC (Anderson et al., 2000; Cabeza, Grady et al., 1997; Grady et al., 1995) and the medial temporal lobes (Grady et al., 1995). During retrieval, they were typically observed in the right PFC (Anderson et al., 2000; Cabeza et al., 2000; Cabeza, Grady et al., 1997; Schacter et al., 1996) but not in medial temporal regions (Bäckman et al., 1997; Cabeza et al., 2000; Schacter et al., 1996). Cabeza, Grady et al. (1997) found an age-related increase in the left PFC during retrieval, and interpreted it as compensatory. This finding was replicated in several studies (Anderson et al., 2000; Bäckman et al., 1997; Cabeza et al., 2000; Madden, Turkington et al., 1999b). Finally, paralleling behavioral data, young and older adults showed a similar occipital deactivation during primed word stem completion (Bäckman et al., 1997).

Working Memory and Executive Functions

Grady and collaborators (1998) investigated the effects of aging on the neural correlates of working memory for faces (see table 10.3). In each trial, subjects saw an unfamiliar face and after a varying delay (1–21 sec), they selected a face from two alternatives. Older adults were slower and less accurate than young adults, but these differences were relatively small. According to the authors, similar levels of performance and a considerable overlap on activation patterns suggest that basic working memory mechanisms are relatively preserved in older adults. At the same time, there were three interesting age-related differences. First, young adults showed greater activity in right frontal BA 45, and activation in this area increased with longer delays in the young but not in the old. The authors suggested that young subjects were better able to engage this region as task difficulty increased. Second, older adults showed greater activity in left frontal BA 9/45, possibly reflecting a compensatory mechanism or increased task demands. Thus, as in Cabeza, Grady et al. (1997), an age-related decrease in right PFC activity was accompanied by an age-related increase in left PFC activity. Finally, as delay extended from 1 to 6 sec, activation of the left medial temporal cortex increased in young adults but decreased in older adults. This result was interpreted as suggesting that older adults have difficulties initiating memory strategies which recruit medial temporal regions (see Grady et al., 1995), or sustaining medial temporal activity beyond very short retention intervals.

Reuter-Lorenz et al. (2000) investigated the effects of aging on the lateralization of the neural correlates of verbal and spatial working memory. Subjects maintained let-
### Table 10.3
Effects of Aging on Brain Activity Associated with Working Memory and Executive Functions

<table>
<thead>
<tr>
<th>Study/Contrast</th>
<th>Behavior</th>
<th>Y = O</th>
<th>Y &gt; O, Y not O</th>
<th>O &gt; Y, O not Y</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Grady et al. (1998)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Face working memory minus sensorimotor control</td>
<td>accur: Y &gt; O</td>
<td>L44/45, R11, L19, R19/37</td>
<td>L45/ins, R45</td>
<td>L9/45, R19</td>
</tr>
<tr>
<td></td>
<td>speed: Y &gt; O</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Increase with longer delays</td>
<td></td>
<td>L11/10/46, R9/8/1–2, B21, L39, Cb, R41/42, M18/31</td>
<td>R45/46, Cb, LHC</td>
<td>L19, mBr</td>
</tr>
<tr>
<td>Decrease with longer delays</td>
<td></td>
<td>R6,11/47,45, M32, B19, R19</td>
<td>R6, M23/31, Lins</td>
<td>Rins, LTh, LHC</td>
</tr>
<tr>
<td>Letter working memory minus control</td>
<td>accur: Y &gt; O</td>
<td>left parietal</td>
<td>left PFC</td>
<td>right PFC</td>
</tr>
<tr>
<td></td>
<td>speed: Y &gt; O</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Location working memory minus control</td>
<td>accur: Y &gt; O</td>
<td>bilateral parietal</td>
<td>right PFC</td>
<td>left PFC</td>
</tr>
<tr>
<td></td>
<td>speed: Y &gt; O</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Letter WM: encoding, maintenance, retrieval</td>
<td>accur: Y = O</td>
<td>B9/46 during retrieval</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>speed: Y &gt; O</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Nagahama et al. (1997)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>speed: Y &gt; O</td>
<td>(Cun)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Jonides et al. (2000)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High-recency DMS—low-recency DMS</td>
<td>accur/speed:</td>
<td>L45</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Y &gt; O</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Esposito et al. (1999)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WCST (correlations with age)</td>
<td>accur: Y &gt; O</td>
<td>(− cor) L9, R32, L39/40, LCb</td>
<td>(− cor) L9, B10, L21</td>
<td>(− cor) L9, B10, L23, B22</td>
</tr>
<tr>
<td>RPM (correlations with age)</td>
<td>accur: Y &gt; O</td>
<td>(− cor) L40, B37, L21, L36, BCb</td>
<td>(− cor) L9, B10, L21</td>
<td>(− cor) L9, B10, L23, B22</td>
</tr>
</tbody>
</table>

**Note:** See note of table 10.1. DMS = delayed matched to sample; WCST = Wisconsin Card Sorting Test; RPM = Raven’s Progressive Matrices.
ners or spatial locations in short-term memory for 3 sec and then responded whether or not any of the letters or locations matched a probe. The main finding of the study was that in young adults, PFC activity was left-lateralized for verbal task and right lateralized for spatial task, whereas in older adults, it was bilateral for both tasks (see figure 10.7D). Thus, consistent with Cabeza, Grady et al. (1997), hemispheric asymmetry was reduced in older adults. Like Cabeza, Grady et al. (1997), Reuter-Lorenz and collaborators interpreted the age-related reduction in lateralization as compensatory. Since there were no age-related differences in activation in posterior brain regions, the authors concluded that frontal components of the working memory network are more vulnerable to aging than posterior components (e.g., parietal cortex). Finally, in some dorsolateral frontal regions older adults showed greater left activation for spatial working memory and greater right activation for verbal working memory. This “paradoxical laterality” does not seem to be efficient, because it was associated with slower RTs in the verbal task; faster older adults showed a bilateral activation pattern.

An fMRI study conducted by Rypma and D’Esposito (2000) employed an event-related paradigm to disentangle the effects of aging on three successive working-memory stages: stimulus encoding, memory maintenance, and memory retrieval. On each trial, subjects encoded two or six letters, maintained them for an unfilled 12-sec interval, and responded to a probe letter. fMRI signal changes during encoding, maintenance, and retrieval were modeled with covariates consisting of shifted impulse response functions. fMRI analyses focused on two regions of interest within the PFC: dorsolateral (BAs 9 and 46) and ventrolateral (BAs 44, 45, and 47). Ventrolateral regions did not show significant age-related differences during any stage. Dorsolateral regions showed an age-related decrease during the retrieval stage, but not during the encoding and maintenance stages. Thus, Rypma and D’Esposito’s study suggested that age-related working-memory deficits are related to a dysfunction in dorsolateral PFC regions during the retrieval stage of the working-memory process. The differential effect of aging on ventrolateral and dorsolateral PFC regions (see also Rypma et al., 2000) is important because these two areas are assumed to reflect different working-memory operations. Functional neuroimaging data (for reviews, see Cabeza & Nyberg, 2000; D’Esposito, this volume) generally support the hypothesis that ventrolateral regions are involved in simple short-term operations, whereas dorsolateral regions are involved in higher-level executive operations, such as monitoring (Owen, 1997; Petrides, 1994, 1995). Thus, Rypma and D’Esposito’s finding is consistent with behavioral evidence that old adults are more impaired in executive functions than in short-term memory processes (e.g., Verhaeghen et al., 1993).

The effect of aging on executive functions was investigated by Nagahama et al. (1997), using a modified version of the Wisconsin Card Sorting Test. Compared to
a number-matching task, card sorting was associated with left dorsolateral PFC, bilateral frontopolar, and cuneus regions in both groups. Age-related reductions in activation were found in several regions, including left PFC, bilateral parietal, and cerebellar gyrus, possibly reflecting wider strategy use in younger adults. The right ventrolateral PFC was activated in older adults but not in young adults, although the age effect was nonsignificant. Nagahama et al. suggested that this activation could reflect greater effort to maintain selective attention. The left dorsolateral prefrontal as well as lingual, precuneus, and right parahippocampal regions showed significant negative correlations between number of perseverative errors and rCBF during card sorting. Since the number of perseverative errors was also negatively correlated with age, the authors interpreted these regions as reflecting age-related deficits in set-shifting ability.

Esposito et al. (1999) investigated two tests assumed to reflect executive functions, the Wisconsin Card Sorting Test (WCST) and Raven’s Progressive Matrices (RPM). Instead of comparing a group of young adults and a group of older adults, Esposito et al. investigated a relatively large group of subjects (N = 41) ranging from 18 to 80 years of age. During RPM, regions activated by the young were less activated by the old (e.g., parahippocampal, fusiform, and parietal regions), whereas regions deactivated by the young were less deactivated by the old (e.g., frontopolar and superior temporal regions). The authors suggested this attenuation of activation/deactivation patterns could reflect an age-related reduction in mental flexibility. During WCST, however, old adults also showed activations (e.g., frontopolar cortex, cuneus, parahippocampal gyrus) and deactivations (e.g., left prefrontal, anterior cingulate, and cerebellar regions) not shown by the young. According to Esposito et al., these age-related differences may reflect a failure to engage appropriate and suppress inappropriate networks, or a compensatory use of alternative networks.

One of the main conclusions of this study is that age-related changes in brain activity are task-specific. For example, in young adults, the left PFC (BAs 9/45/46) was activated during both WCST and RPM, whereas in older adults, it was activated during RPM but deactivated during WCST. The authors suggested that age-related changes are more pronounced in regions associated with processes critical for a particular task, such as PFC associated with working memory in the case of WCST and occipito-temporal regions associated with visual processing in the case of RPM. Using a method reported by Cabeza, McIntosh et al. (1997), Esposito et al. also investigated the effect of aging on the interactions between the regions involved in WCST and RPM. The results of these covariance analyses indicated that PFC-parietal interactions within the working-memory system and temporal-parietal-hippocampal interactions within posterior visuospatial processing systems are altered in older adults. The authors interpreted this finding in terms of disconnectivity and systems failure.
An important executive function is to resolve conflict between competing processes or responses, and this function is assumed to involve inhibition. Jonides et al. (2000) investigated the effects of aging on the neural correlates of inhibition. In each trial of the task, subjects maintained four target letters for 3 sec and then decided whether a probe matched any of the four target letters. In a high-recency condition, half of the probes did not match any target letter in the current trial but matched a target letter in the immediately preceding trial. In the low-recency condition, in contrast, the probe did not match any target letter in the two preceding trials. Thus, inhibitory control was critical in the high-recency but not in the low-recency condition. The high-recency minus the low-recency condition yielded an activation in the left PFC (Jonides et al., 1998). An ROI analysis indicated that in older adults this activation was significantly weaker than in young adults and was not reliable (see figure 10.5 and color plate 21). A combined measure of accuracy and reaction times yielded an interference effect for negative trials in which the probe matched a target letter in the preceding trial. Since this interference effect was larger for older than for young adults, the authors concluded that aging diminishes the efficacy of the left PFC in inhibiting the interfering effects of prepotent processes.

Conclusions

Main Findings and Their Interpretations To summarize, studies using task-related functional neuroimaging measures have provided five main sets of findings:

1. During perception and attention, age-related decreases in occipital activity were coupled with age-related increases in PFC activity (Grady et al., 1994; Madden et al., 1997).
2. During encoding, older adults showed weaker activations in left PFC (Anderson et al., 2000; Cabeza, Grady, et al., 1997; Grady et al., 1995) and medial temporal regions (Grady et al., 1995). Left PFC activity was found to be similarly affected by aging and divided attention (Anderson et al., 2000).

3. During episodic retrieval, age-related decreases in right PFC activity (Anderson et al., 2000; Cabeza et al., 2000; Cabeza et al., 1997a; Schacter et al., 1996) were often accompanied by age-related increases in left PFC activity (Anderson et al., 2000; Bäckman et al., 1997; Cabeza et al., 2000; Cabeza, Grady et al., 1997; Madden, Turkington, et al., 1999). In general, medial temporal activations were not reduced by aging (Bäckman et al., 1997; Cabeza et al., 2000; Schacter et al., 1996).

4. During priming, young and older adults showed a similar right occipital deactivation (Bäckman et al., 1997). Even if this deactivation did not reach significance in the old, the similar location in both groups suggests likeness rather than unlikeness. It is worth noting that in contrast with healthy elderly, AD patients have recently been found to be impaired in priming and to show priming-related occipital activations instead of deactivations (Bäckman et al., 2000).

5. During working memory, older adults often showed weaker PFC activations in the hemisphere primarily engaged by the young but stronger PFC activations in the contralateral hemisphere (Grady et al., 1998; Nagahama et al., 1997). Age-related changes in PFC activity were localized to dorsolateral areas during retrieval (Rypma & D’Esposito, 2000) and could involve inhibition-related activations in left PFC (Jonides et al., 2000). Medial temporal activity may also be altered by aging, particularly at longer delays (Grady et al., 1998).

In general, age-related decreases in activation were interpreted as reflecting inefficient neurocognitive processing in older adults, whereas age-related increases in activation were interpreted as compensatory. Unlike cognitive psychologists, who normally try to attribute age-related changes to one main factor, such as reduced attentional resources (e.g., Craik & Byrd, 1982) or inhibitory control (Hasher & Zacks, 1988), functional neuroimaging researchers attributed these changes to a complex interplay between different age effects on a variety of brain regions. It is worth noting that these multi-factorial accounts could also shed light on old problems in the cognitive aging literature. For instance, the close association between perceptual and cognitive age-related deficits has been attributed to an effect of perception on cognition, to an effect of cognition on perception, or to a common cause (Baltes & Lindenberger, 1997; Schneider & Pichora-Fuller, 2000). The idea that age-related changes in perceptual mechanisms could be compensated by increased frontal activity at the expense of processing speed (Grady et al., 1994) suggests a more complex mech-
anism in which perception and cognition affect each other and contribute to different aspects of age-related differences in performance (e.g., accuracy vs. reaction times).

Even if functional neuroimaging researchers have favored multifactorial explanations, it is interesting to consider a few examples of functional neuroimaging findings that are consistent with cognitive aging theories. For example, the reduced attentional resources view is consistent with evidence that age-related differences in activation decrease as a function of environmental support (for a discussion, see Anderson & Craik, 2000). For example, a recent study by Grady et al. (1999) found that age-related differences in activation during episodic encoding were attenuated by conditions providing more environmental support, such as pictorial stimuli and semantic processing. Also, age-related decreases in right PFC activity during retrieval were repeatedly observed for associative cued-recall tests (Anderson et al., 2000; Cabeza, Grady, et al., 1997; Schacter et al., 1996), whereas several studies did not find them for recognition (Grady et al., 1995; Madden, Turkington et al., 1999). Cabeza, Grady et al. (1997a) observed them for both recognition and recall, but this study employed an associative recognition test, which may tap episodic recollection (Donaldson & Rugg, 1998; Yonelinas, 1997). Another example of results consistent with the reduced attentional resources view is Anderson et al. (2000) finding of regions that are affected similarly by aging and by divided attention.

The reduced inhibitory control view predicts not only weaker activations in regions that control inhibitory effects but also stronger activations in regions that were not properly suppressed. An example of the first type of evidence is Jonides et al.’s (2000) finding that a left prefrontal activation associated with interference control was abated by aging. An instance of the second type of result is Cabeza, Grady et al.’s (1997) finding of an age-related increase in insular activity during encoding. When this activation was correlated with subsequent recall performance a significant negative correlation emerged (see figure 10.6), suggesting that engaging insular regions during encoding is detrimental and could reflect a lack of inhibition in older adults (Cabeza, Grady et al., 1997a).

Finally, the effects of aging on PFC and medial temporal activations during episodic retrieval are generally consistent with the Moscovitch’s (1992) memory model. While PFC activations during retrieval often showed age-related decreases (Anderson et al., 2000; Cabeza et al., 2000; Cabeza, Grady et al., 1997; Schacter et al., 1996), medial temporal activations were found to be as strong as (Cabeza et al., 2000; Schacter et al., 1996), or even stronger than (Bäckman et al., 1997) in older adults than in young adults. This pattern is consistent with Moscovitch’s distinction between a frontal strategic retrieval system and a medial-temporal associative retrieval system, and with his assumption that the frontal system is more sensitive to aging than the
medial temporal system (Moscovitch & Winocur, 1995). This pattern could also explain why older adults tend to be more impaired on context memory, which is more dependent on the frontal lobes, than on item memory, which is more dependent on the medial temporal lobes (Cabeza et al., 2000). In contrast with episodic retrieval, episodic encoding has been associated with age-related decreases in medial temporal regions (Grady et al., 1994). Medial temporal dysfunction could underlie age-related deficits in feature binding (Mitchell et al., in press).

Hemispheric Asymmetry Reduction in Older Adults Despite the small number of task-related PET and fMRI studies of cognitive aging, there is one aging finding that has been replicated by several studies: an age-related attenuation in hemispheric asymmetry. This effect has been observed during episodic memory retrieval and working memory.

In functional neuroimaging studies of long-term memory, PFC activity tends to be left-lateralized during semantic retrieval and episodic encoding but right-lateralized during episodic retrieval (HERA model, e.g., Nyberg, Cabeza, & Tulving, 1996; Tulving et al., 1994). However, several studies have found that while young adults showed right-lateralized PFC activations during episodic retrieval, older adults showed a bilateral activation pattern. The first study to identify this effect was Cabeza, Grady et al. (1997a). In this study, frontal activity during associative cued-recall was clearly right-lateralized in young adults and clearly bilateral in the older
adults (see figure 10.7A and color plate 20). This finding was also observed by Madden, Turkington et al. (1999b) during a word recognition test (see figure 10.7B), and by Bäckman et al. (1997C) during a word-stem cued-recall test (figure 10.7C).

Functional neuroimaging studies of working memory have identified a different kind of hemispheric asymmetry: PFC activations tend to be left-lateralized for verbal stimuli and right-lateralized for spatial stimuli (for review, see D’Esposito, 2000; Smith & Jonides, 1997). Consistent with this pattern, in Reuter-Lorenz et al.’s (2000) study young adults’ PFC activity was left-lateralized in a verbal working-memory task and right lateralized in a spatial working-memory task. In contrast, PFC activity in older adults bilateral in both tasks (see figure 10.7D).

Although the age-related attenuation of hemispheric asymmetry is easier to identify when young adults’ activations are distinctly lateralized, it may also occur in conditions where lateralization in young adults is less obvious. In those cases, the effect may be observed only as a “hemispheric shift,” that is, an age-related decrease in one hemisphere accompanied by an age-related increase in the other hemisphere (Anderson et al., 2000; Grady et al., 1998; Nagahama et al., 1997). Anderson et al. (2000), for example, found during recall an age-related decrease in right PFC activity coupled with an age-related increase in left PFC. Likewise, in the Grady et al. (1998) face working memory study, older adults showed weaker activations in the right PFC but stronger activations in the left PFC. It is still unclear whether these activation “shifts” reflect a reduction in lateralization or an entirely different phenomenon.

As for explanations of the age-related attenuation in lateralization, two hypotheses have been suggested. Cabeza et al. (1997a) proposed that greater bilaterality in older adults could serve a compensatory function: older adults might counteract neurocognitive deficits by recruiting both hemispheres in tasks for which young adults normally engage only one hemisphere. In the case of episodic retrieval, the additional recruitment of the left PFC would compensate for episodic deficits. Consistent with this idea, Bäckman and colleagues (1999) found that during retrieval the left PFC was more activated in early AD patients than in healthy elderly adults (see also Becker et al., 1996). Thus, young adults, normal older adults, and early AD patients could be viewed as three points on a continuum of decreasing episodic memory ability and increasing compensatory processes (Bäckman et al., 1999). The compensatory hypothesis is also consistent with evidence that brain damage may lead to a shift in lateralized activation patterns. For example, Buckner et al. (1996) reported that a unilateral localization of cognitive tasks in the left PFC is shifted to right PFC when left PFC is damaged. Also, it has been reported that bilateral activation, with involvement of regions homologous to the ones responsible for normal function, may facilitate recovery after brain injury (Engelien et al., 1995).
Figure 10.7
Examples of an age-related attenuation in hemispheric asymmetry: unilateral activations in young adults coupled with bilateral activations in older adults. (A) Brain activity during recall (data from Cabeza, Grady, et al., 1997 re-analyzed with SPM). (B) Brain activity during recognition (from Madden, Turkington et al., 1999). (C) Brain activity during word-stem cued recall (from Bäckman et al., 1997). (D) Brain activity during verbal and spatial working memory (from Reuter-Lorenz, 2000; **p < .03; ***p < .001). (See color plate 20.)
In contrast to Cabeza, Grady et al.’s (1997) optimistic interpretation, a pessimistic account is also possible: the attenuation in hemispheric asymmetry could reflect a difficulty in engaging specialized neural mechanisms. The idea that aging is associated with a dedifferentiation of brain systems is supported by studies showing that correlations between different cognitive measures (e.g., knowledge vs. perceptual tasks) increase with age (Baltes & Lindenberger, 1997).

Although it is not an easy task, compensatory and dedifferentiation hypotheses can be tested. One method would be to correlate rCBF in regions showing age-related increases in activation with measures of cognitive performance: a positive correlation would favor the compensatory account, whereas a negative or a null correlation would support the dedifferentiation account. Unfortunately, reliable rCBF-performance correlations are difficult to find, given the small number of subjects used in functional neuroimaging experiments (see, however, Cabeza, Grady, et al., 1997; Madden et al., 1997; Madden, Gottlob et al., 1999; Madden, Turkington, et al., 1999). Another alternative is to compare groups of elderly who differ in degree of cognitive impairment. These different ways of clarifying the meaning of age-related changes in activation are discussed in the next part of the chapter.

ISSUES

This section discusses some of the main problems faced by researchers conducting task-related functional neuroimaging studies of cognitive aging, and considers some possible solutions. The issues are organized according to the four main components of a functional neuroimaging experiment: subjects, tasks and design, behavioral performance, and activations. Since these four elements are intimately related, several of the issues discussed below could be classified under a different heading.

Subjects

When selecting healthy elderly subjects, one is faced with a dilemma. On one hand, one would like to select elderly adults who are perfectly healthy and who are matched to young adults in all possible variables except age. On the other hand, one would also like to investigate a sample of older adults that is representative of the general elderly population. This is a general problem of cognitive aging research, but some aspects of it are particularly thorny in functional neuroimaging studies. In this section, I briefly discuss three issues concerning the selection of elderly subjects in these studies: health screening, cognitive performance, and subgroups of elderly.

In most functional neuroimaging studies of cognitive aging, subjects fill out a simple health questionnaire and are excluded if they respond positively to items con-
cerning past neurological or psychiatric episodes, hypertension, and medication use. Although subjects with brain damage must be excluded, dismissal based on past psychiatric events is not so obvious. For example, simply by having lived longer, older adults are more likely to have experienced a depressive episode. Hypertension excludes about 20% of elderly candidates and rightly so: it may not only affect blood flow measures, and it is associated with covert cerebrovascular damage (Skoog, 1998). Subjects are also excluded if they are taking any medication that could affect blood flow. However, clear guidelines about which drugs actually do so are not available.

Several studies have included objective measures, such as structural MRI or a complete medical exam as part of the health screening (e.g., Grady et al., 1994, 1998; Madden et al., 1996, 1997, Madden, Turkington, et al., 1999). Structural MRI allows the exclusion of subjects showing signs of brain atrophy or white matter hyperintensities indicative of cerebrovascular disease, and its use will probably become more common in the future, because structural MRI is usually included in fMRI studies. A study by D’Esposito et al. (1999) showed age-related changes in the coupling between neural activity and blood oxygenation level dependent (BOLD) fMRI signal, which could reflect differences in the properties of the vascular bed or vascular pathology. Future fMRI studies may have to include special screening procedures to address this issue. This trend toward more accurate and stricter screening procedures will eventually require an examination of the impact of exclusion criteria on the generalizability of functional neuroimaging results.

A second issue concerning subject selection is the level of cognitive impairment of the elderly sample. Differences in this dimension could help explain some of inconsistencies in the data. For example, Cabeza, Grady et al. (1997) found regions that were more activated in old than in young adults during memory retrieval, suggesting functional compensation, whereas Grady et al. (1995) did not. This inconsistency could be related to the fact that during the scans the elderly group in Cabeza, Grady et al.’s study performed as well as the young group, whereas the elderly group in Grady et al.’s study performed significantly worse than the young group. In other words, the results of functional neuroimaging studies of cognitive aging may depend on the level of cognitive performance displayed by the elderly sample investigated. One way of addressing this problem is to have two groups of elderly subjects, one that shows significant deficits in the task investigated and one that does not. Comparing high-performing and low-performing elderly subjects could help identify the kinds of age-related changes in neural function that are actually associated with deficits in cognitive performance.

Finally, a third issue is the existence of different subgroups within the elderly population. Most research on aging has focused on general effects of aging on the brain
and cognition. This work has identified brain regions and cognitive tasks that are particularly affected by aging. However, there is evidence that the brain regions and tasks most affected by aging may vary across the elderly population. In the memory domain, for example, age-related deficits in context memory (source, temporal order, etc.) are usually attributed to PFC dysfunction, and age-related deficits in content memory (e.g., recognition), to medial temporal lobe dysfunction. Although age effects are generally more pronounced in context memory (e.g., Spencer & Raz, 1995) and the frontal lobes (e.g., Raz et al., 1997), some elderly adults could be more impaired in item memory and medial temporal function. In Glisky et al.’s (1995) study, neuropsychological tests were used to classify elderly subjects as either high or low in frontal lobe function, and as either high or low in medial temporal lobe function. Subjects low in frontal function were impaired in context memory but not in content memory, whereas those subjects low in medial temporal lobe function showed the converse pattern. If there are different aging patterns, as this study suggests, then it is critical for functional neuroimaging studies to take this into account when selecting subjects.

Tasks and Design

Cognitive tasks are never “pure”; they always involve a complex blend of different cognitive operations. In functional neuroimaging studies, this means that the set of brain regions associated with a particular task may reflect any of the cognitive operations engaged by the task. Thus, when age-related differences in activation are found in a certain region, it is very difficult to determine what component of the task is actually responsible for the age effect. This could explain some inconsistent findings. For example, Cabeza, Grady et al. (1997a) found a significant age-related reduction in PFC activity during verbal recognition, whereas Madden, Turkington et al. (1999b) did not. Recognition memory is assumed to involve two different processes, recollection and familiarity (e.g., Mandler, 1980), and there is evidence that the former is more sensitive to aging than the latter (e.g., Jennings & Jacoby, 1997). The associative recognition test used by Cabeza et al. involves a larger recollection component than the recognition test employed by Madden et al. (Donaldson & Rugg, 1998; Yonelinas, 1997); hence it is more likely to show aging effects. Similarly, many of the inconsistent findings in studies using nominally the same tasks could reflect variations in the specific processing components tapped by the particular tasks employed.

The traditional approach to the problem of task complexity is the subtraction method, which attempts to isolate a process A by comparing a target task, involving processes A and B, to a reference task involving only process B. There are two main problems with this method, and they are both magnified by between-subject compar-
isons. The first problem is that neural activity identified by the subtraction method reflects the target task as much as the reference task. Thus, an age-related decrease in the difference between a target task and a reference task may reflect an age-related decrease in activation in the target task or an age-related increase in the reference task. For example, if a PFC activation in a recognition-minus-reading subtraction is weaker in older adults, this could indicate that older adults did not activate this region as much as young adults during recognition, or that older adults activated the region more than young adults during reading. This problem is not solved by the inclusion of low-level sensory-motor baselines, because these tasks are also associated with age-related differences in brain activity (Grady et al., 1994). The search for an “absolute baseline” has been as successful as the pursuit of the Holy Grail. One way of ameliorating this problem is to have more than one baseline condition (e.g., Grady et al., 1995) or to use a multivariate technique, such as PLS (e.g., Cabeza, Grady, et al., 1997a).

The second problem is the assumption of “pure insertion” (Friston et al., 1996; Jennings, et al., 1997), that is, the idea that the addition of process A does not alter process B, and hence process B is exactly the same in the target task and in the reference task. When different groups of subjects are being compared the problem is augmented: it is not only possible that process A affects process B, but also that the effect differs across groups. One possibility is that the “insertion effect” is more pronounced in older adults because they have fewer processing resources (Craik & Byrd, 1982) and, hence, are more sensitive to the addition of cognitive components. Another possibility is that this effect is stronger in young adults, because their cognitive operations are assumed to be more flexible or fluid (e.g., Salthouse, 1996), and, consequently, more likely to change when combined with other operations.

The problems of the subtraction method can be partially circumvented by using parametric or event-related designs. In a parametric design, the process of interest varies across conditions while other aspects of the task remain relatively constant. For example, the number of letters held in a working memory task could be 2, 4, or 6, thereby varying working memory load within the same task. Parametric designs attenuate the problem of age-related differences in the baseline task, but they are not free of difficulties. For example, if the activation of a certain region increases as a function of the manipulation in one group but not the other, it is important to confirm that there were no ceiling or floor effects in one of the groups. When the component processes of a task have different time courses, event-related fMRI provides another way of disentangling them. For example, Rypma and D’Esposito (2000) differentiated encoding, maintenance, and retrieval stages of working memory, and found significant age effects only in the latter.
Performance

Brain activity can vary as a function of performance measures, such as accuracy (e.g., Nyberg, McIntosh et al., 1996) and reaction times (e.g., McIntosh et al., 1998; Rypma & D’Esposito, 2000). Therefore, it is an issue whether differences in brain activity between young and old subjects reflect the effects of aging or differences in performance levels. If the elderly group performs more poorly than young adults, then differences in brain activity between the young and older adults could reflect differences in task performance rather than differences in age. This is a typical “chicken and egg problem”: do older adults perform poorly because their brain activity is different, or is their brain activity different because they perform poorly?

One approach to this problem is to equate cognitive performance in young and old groups, for example, by scanning high-functioning elderly subjects who perform as well as young adults (e.g., Cabeza, Grady et al., 1997). When cognitive performance is similar in the young and old groups, then differences in brain activity between the two groups can be safely attributed to aging. Unfortunately, this situation entails a different problem: if older adults can perform as well as the young despite a different pattern of activation, then there is a chance that these activation differences are inconsequential for cognitive performance. Thus, researchers are faced with a dilemma: if the relation of brain activity to performance is clear, then its relation to aging is uncertain; if the relation of brain activity to aging is clear, then its relation to performance is uncertain.

A possible solution to this dilemma is to compare brain activity in young and older adults both when performance is poorer in older adults and when performance is similar in both groups. One way of doing this is to introduce test performance as a factor within a factorial design. In the aforementioned study by Cabeza et al. (2000) comparing item and temporal-order memory, encoding conditions were manipulated so that each test had “high” and “low” performance conditions. Because the effects of this factor did not interact with group differences in brain activity, the authors assumed that the group differences could be attributed to aging rather than to performance differences.

Another method to address the confounding between age and performance differences is to analyze brain activity in direct relation to performance. For example, partial least squares (PLS) analyses may used to identify patterns of correlation between brain activity and behavior, and to determine whether these patterns are common or differ across young and older adults (Grady et al., 2000; McIntosh et al., 1999).

Finally, event-related fMRI paradigms have provided a new solution to the problem of performance differences: by analyzing only those trials in which performance was successful, group differences in performance can be controlled. The solution,
however, is not perfect; brain activity during correct trials is probably different when overall performance is high (i.e., successful performance without much effort) than when it is low (i.e., successful performance with considerable effort). In conditions in which reaction times provide a good estimate of trial difficulty, RTs could be also used for selecting trials and matching performance across groups.

In this context, it is worth noting that the relation between RTs and brain activity may be different in young and older adults. Rypma and D’Esposito (2000), for example, found that higher PFC activity predicted slower responses in young adults but faster responses in older adults (see however, Grady et al., 1998). The authors accounted for this finding by assuming that, due to a sigmoid relationship between neuronal input and firing probability, there is an optimal level of activation for maximal response discriminability, and that this optimal activation level is higher for older adults than for young adults (see figure 10.8). Thus, within a certain range, increases in activation may be beneficial for older adults and detrimental for young adults. This brings us to issues concerning the interpretation of age-related differences in activation.

**Figure 10.8**
Activations

After subjects have been appropriately selected, task components suitably analyzed, and performance differences properly controlled, researchers are still faced with the fundamental problem of interpreting the age-related differences in activation they have found. The issues in this area can be divided into three groups: (1) determining what kinds of age-related differences in activation have occurred; (2) interpreting aging effects on the activation of a circumscribed region; and (3) evaluating global network changes. These three groups of issues are considered in turn below.

Determining the kinds of age-related differences found is not a trivial problem. First, an important issue is whether the two groups engaged different brain regions or the same region with different strengths. The first kind of difference may be called “qualitative” and the second, “quantitative.” The distinction between qualitative and quantitative differences is not always easy. For example, quantitative differences may appear as qualitative due to threshold effects. Also, when two groups show activations in neighboring areas (e.g., BAs 45 and 46), these could be interpreted as “different” activations or as the “same” activation in different locations. Second, another knotty problem is whether age-related differences in activation reflect changes in neural architecture or in cognitive architecture (see Price & Friston, this volume). In other words, did young and older adults engage different regions to perform the same cognitive operations, or did they recruit different regions to perform different cognitive operations? If one wants to know if the neural correlates of process A change with age, it is critical that both groups engage process A to the same extent. At the same time, if aging is associated with a shift from process A to process B, then the neural correlates of both processes should be investigated in both groups. The main problem, of course, is how to determine exactly the processes engaged by human subjects, since cognitive tasks can be performed in many different ways and introspective reports provide very limited information about the actual operations performed by the subjects.

A second set of issues arises at the time of interpreting age-related differences in activation. At this early stage of the game, researchers have usually interpreted these differences in terms of one main dimension: whether these differences are “detrimental” or “beneficial” for cognition. In general, age-related decreases in activation have been interpreted as detrimental and age-related increases as beneficial. For example, if older adults did not activate a region activated by young adults, or activated it to a lesser extent, this might be interpreted as indicating that older adults did not recruit the region as much as young adults, and hence their cognitive performance suffered. In contrast, when older adults activated a region more than young adults, this could suggest that the additional activity served a compensatory function (e.g., Cabeza,
Grady et al., 1997; Grady et al., 1994). Unfortunately, the relation between neural activity and cognitive performance is not so simple; a decrease in activation may reflect more efficient processing (Karni et al., 1995) and an increase in activation may reflect unnecessary or even obstructive operations (Cabeza, Grady et al., 1997). Thus, age-related decreases in activation can be beneficial or detrimental, as can age-related increases in activation.

One method to distinguish between these alternative interpretations is to correlate brain activity with cognitive performance: if the correlation is positive, increases are probably beneficial and decreases are probably detrimental, whereas if the correlation is negative, then the converse interpretations could be made (see figure 10.6). The problem with correlations, however, is that they may reflect differences between subjects, rather than differences in performance per se. The interpretations in these two cases can be diametrically different. For example, if correlations are due to subject differences, a negative correlation may suggest that the activation was actually beneficial for performance but that the region was recruited only by subjects who had difficulty with the task. This issue may be explained with a simple analogy: although breathing is beneficial for running (it increases oxygenation), the correlation between breathing rate and running performance may be negative because poor runners need to breathe faster than good runners. Event-related fMRI can provide a solution for this problem. Event-related paradigms allow separate measures for successful and unsuccessful trials. Brain activity associated with successful trials can be safely interpreted as beneficial, providing stronger grounds for attributing age-related decreases to inefficient processing and age-related increases to functional compensation. Conversely, brain activity associated with unsuccessful trials can be interpreted as ineffectual or detrimental, with age-related changes interpreted accordingly.

Finally, although most studies have interpreted age-related differences in terms of local changes (e.g., PFC dysfunction), these differences may also reflect more global changes. In the aforementioned study by Cabeza, Grady et al. (1997), for example, the left PFC (BA 47) was more active during encoding than during recall in young adults, but it was more active during recall than during encoding in older adults (figure 10.9). It is difficult to interpret this result in terms of a local neural phenomenon, because the same region was less activated or more activated in older adults, depending on the task. In contrast, this kind of finding suggests a global change in which the same region can have different roles in the two age groups, depending on its interactions with other regions within the network subserving the task.

To investigate this issue, a follow-up study applied structural equation modeling to the encoding and recall PET data of both groups (Cabeza, McIntosh et al., 1997). Figure 10.10 (and color plate 22) shows the main results of this network analysis. In the young group, there was a shift from positive interactions involving the left PFC
during encoding to positive interactions involving the right PFC during recall (HERA pattern), whereas in the older group, PFC interactions were mixed during encoding and bilaterally positive during recall. Thus, these results suggest that the age-related decrease in left PFC activation during encoding does not reflect a local change in the left PFC but a global change in memory networks. More generally, these results support the idea that age-related changes in brain activation during a cognitive task are partly due to age-related changes in effective connectivity in the neural network underlying the task. If this idea is correct, then functional neuroimaging researchers will have to be cautious when interpreting age-related changes in activation without any information about global network changes. They will also have to caution when interpreting similar patterns of brain activity in young and old adults. Actually, McIntosh et al. (1999) have shown that even if young and old adults recruit a similar set of brain regions, the functional interconnections between these regions can be quite different in the two groups. These differences in connectivity can occur even if old adults perform as well as young adults, suggesting that similar performance levels do not imply similar neural systems.

Concluding Remarks

In summary, task-related functional neuroimaging studies have investigated the effects of aging on neural activity during cognitive performance. During perception and attention, age-related decreases in occipital activity were coupled with age-related increases in prefrontal activity. During encoding, older adults showed weaker activa-
tions in left prefrontal and medial temporal regions. During episodic retrieval, age-related decreases in right prefrontal activity were often accompanied by age-related increases in left prefrontal activity, whereas medial temporal activations were not reduced by aging. Priming was associated with right occipital activations in both young and older adults. During working memory, older adults often showed weaker prefrontal activations in the hemisphere primarily engaged by the young, but stronger prefrontal activations in the contralateral hemisphere. Age-related reductions during working memory affected dorsolateral prefrontal regions as well as regions associated with inhibition. The most consistent finding has been an age-related reduction in hemispheric asymmetry, found during both episodic retrieval and working memory.

Figure 10.10
Results of a path analysis of activations during encoding and recall in young and older adults. Only path coefficients with a difference of $>0.50$ between encoding and recall conditions are displayed. Positive coefficients appear in solid red arrows and negative coefficients in segmented blue arrows, with the thickness of the arrow representing the strength of the effect (from Cabeza, McIntosh et al., 1997). (See color plate 22.)
In general, age-related decreases in activation have been attributed to inefficient cognitive processing and age-related increases in activation, to compensatory mechanisms. However, several issues must be addressed before definite conclusions can be reached. First, the selection of elderly participants must be examined. Screening procedures should provide enough confidence that age-related differences in activation are not artifacts generated by brain atrophy or cerebrovascular pathology. Given the large variability of cognitive decline in the aging population, cognitive performance must be controlled, or, even better, manipulated. The assumption that aging affects are similar across the aging populations may be incorrect, and it may be necessary to differentiate various patterns of aging. Second, the problems associated with tasks and designs in functional neuroimaging experiments are augmented by the inclusion of aging as a factor. Aging may affect task components differently, and this may appear as inconsistencies in the data if those components are not identified. The problems of the subtraction method, its relativity and “pure insertion” assumption, are even more serious when between-subject comparisons are added to the equation. Parametric methods and event-related fMRI can provide partial relief to these troubles. Third, the close coupling between brain activity and cognitive performance has a downside: group differences in activity may just reflect performance differences. Manipulating and statistically controlling performance may ameliorate this problem. Finally, the most serious issue of all is the interpretation of age-related differences in activation: Are they detrimental, beneficial, or irrelevant? Do they reflect a local change or a global transformation of neurocognitive networks?

This long list of issues may seem overwhelming, but the progress in this area has been so fast that it is reasonable to expect they will be addressed before long. In just half decade, functional neuroimaging of cognitive aging has dramatically improved our chances of understanding the neural basis of age-related cognitive deficits. Even if several problems await resolution, the future of the cognitive neuroscience of aging has never been so bright.
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Functional Neuroimaging of Neuropsychologically Impaired Patients

Cathy J. Price and Karl J. Friston

INTRODUCTION

This chapter addresses some critical issues that arise when performing brain imaging experiments on patients with neurological insult and psychological impairment. In the 1990s, neuropsychology per se has been fundamentally augmented by the ability to measure the neurophysiological correlates of cognitive processing. This has led to a revision of some cognitive models and a shift in emphasis from cognitive science to cognitive neuroscience. Despite the abundant literature from imaging studies and neuropsychology, there are many issues of interpretation that remain unresolved. In this chapter, we consider some basic questions about how neuroimaging can be used to inform the neuropsychological characterization of patients and some of the logical limitations or restrictions on the inferences that can be made. In particular, we focus on the conditions that are necessary to draw tenable conclusions when a patient’s brain activates in an abnormal way relative to normal subjects. The chapter is divided into three sections. In this introductory section, we review the expectations of neuropsychology and neuroimaging. The second section provides some examples of how neuroimaging experiments have been used to inform normal and abnormal models of brain function, and the third section addresses some of the implicit assumptions and limitations that are encountered.

Neuropsychological Studies of Cognitively Impaired Patients

Neuropsychology is the study of patients with functional deficits in which the neuronal pathophysiology is known to a lesser or greater extent. Neuropsychological investigations have contributed to our understanding of normal brain function by informing models of cognition and functional anatomy. Typically, models of cognition are engendered or modified by neuropsychological studies when patients demonstrate a double dissociation in the impairment of selective functions. For instance, different types of dyslexia point to a double dissociation in reading processes: some patients retain the ability to read words with regular spelling-to-sound correspondence but fail to read words that do not follow spelling rules. In contrast, other patients suffer the reverse dissociation. This particular double dissociation has been used to infer the independence of two routes to reading (see Coltheart, 1981).

With respect to normal functional anatomy, the inferences that can be drawn from brain-damaged patients are based on the lesion deficit model. To be informative, the lesion deficit model requires a patient with a selective brain lesion and a selective cog-
nitive deficit. The function of the damaged brain region is simply equated with the lost cognitive skill. Some classic examples of the lesion deficit model, as applied to neuropsychological patients, were documented by the 19th-century neurologists. For instance, postmortem studies demonstrated that a patient who had been impaired at articulating language had damage encompassing the third frontal convolution (Broca, 1861) and a patient with a deficit in speech comprehension had damage to the left posterior temporal cortex (Wernicke, 1874). By deduction, Broca’s area was associated with speech production and Wernicke’s area was associated with speech comprehension. Wernicke developed the model further to predict that patients could have intact speech comprehension and production but a deficit in integrating these regions in order to repeat what was heard. This type of disconnection syndrome, referred to as conduction aphasia, was demonstrated by Lichtheim (1885) in a patient who had damage to the white matter tract that connects Broca’s area with Wernicke’s area (the arcuate fasciculus). By clinical descriptions and localization of lesions, Wernicke and Lichtheim were able to demonstrate that disorders of language arose either from damage to the “centers of memory images” or from disconnections between the so-called centers.

**Limitations of the Lesion Deficit Model**

The shortcomings of the lesion deficit model are becoming increasingly appreciated. For a number of reasons, it is very difficult to ascribe a function to a particular region that has been damaged. Perhaps the most obvious is that pathological (as opposed to experimental) lesions seldom conform to functionally homogeneous neuroanatomical systems. Furthermore, the neuropsychological profile is usually complicated, involving more than one functional deficit, and these deficits can be obscured by the compensatory measures adopted by the patient to overcome them. Any reasonable relationship between the functional deficit and the brain systems involved is therefore usually impossible to establish. Another problem with the lesion deficit model, which has a history dating from the 19th century (Goltz, 1881) is that the results of lesion studies are properly interpreted only by referring to the connections between cortical areas: damage to a selected area may impair nearby connections, and therefore the responsiveness of undamaged areas. Indeed, it is impossible to distinguish between the impact of a lesion due to the loss of neuronal infrastructure per se and the more pervasive dysfunction of distributed systems of which the lesioned area is a component. These considerations mean that all that can be concluded from a lesion deficit study is that the neuronal systems intrinsic to the lesioned area, or the connections passing through this area, were necessary for the cognitive function. One cannot say
that this region was either sufficient for, or uniquely identifiable with, the function in question.

**Expectations of Neuroimaging with Brain-Damaged Patients**

With the advent of functional neuroimaging, it is hoped that some of the incompleteness of the lesion deficit model can be remedied by studying brain activity in normal and brain-damaged subjects. Functional imaging offers several fundamental advantages over the lesion deficit model. The most obvious is that brain activity can be observed, noninvasively, in subjects who have normal psychological and physiological responses. The other major advantage is that, unlike the lesion deficit model, functional imaging is not limited to a particular region of the brain that has been damaged; rather, the system of distributed cortical areas that sustain sensory, motor, or cognitive tasks can be identified. This systems-level approach has several important implications. First, unlike the lesion deficit model, it does not assume that cognitive processes or operations are localized in discrete anatomical modules, but allows for functional specialization that is embodied in the interactions among two or more areas. In relation to patient studies, the systems-level approach enables one to identify where there is abnormal function in the absence of structural damage and where the responsiveness of an undamaged region is context dependent (responds normally) in some tasks and abnormally in others.

Most neuroimaging studies assume that different tasks will be associated with a different set of cortical areas, and experiments aim to identify the areas where there are changes in regional cerebral activity in response to changes in task or to pathology. Irrespective of whether a cognitive function is localized in one or more than one brain region, the existence of a distinct set of regions for one task relative to another is embodied in the concept of functional segregation. A different perspective on functional brain systems is functional integration. Whereas functional segregation refers to the specialization evident when different cognitive processes are associated with activity in different brain regions, functional integration refers to the integration of these regions where the interactions among regions may be profoundly task dependent (see chapter 3 in this volume). This distinction between studies of functional segregation and functional integration is crucial for imaging patients because some patients suffer from abnormal functional segregation (the function of a discrete cortical area is abnormal) and some patients suffer from abnormal functional integration (abnormal interactions among different brain regions). More specifically, as described by Wernicke and Lichtheim (see above), patients may behave abnormally following (1) damage to an area of gray matter with a particular specialization (e.g., Broca’s
area or Wernicke’s area), (2) damage to white matter that connects gray matter regions (e.g., the arcuate fasciculus), or (3) no detectable pathological damage but a failure to integrate activity during particular tasks. The latter two cases correspond to anatomical and functional disconnection syndromes, respectively, and in these cases a functional deficit will be revealed only by looking at how different regions interact.

Functional imaging can assess these functional interactions in terms of correlations between the responses of two regions. These correlations may be expressed during some tasks but not during others. Functional neuroimaging therefore provides a potential means to test directly the disconnection syndromes described by the 19th-century neurologists. Current advances in diffusion weighted magnetic resonance imaging may allow one to measure lesions in anatomical connections directly. This will, it is hoped, confer a more integrative perspective on the lesion deficit model.

Functional neuroimaging experiments aim to characterize the basic relationship between the cognitive processes elicited by a task and the neuronal responses that underpin them. In this chapter, the discussion of this relationship will be in terms of the task analysis, cognitive architectures, and neuronal architectures. A task consists of the decomposition of a task into these component processes, whose existence is inferred on the basis of neuropsychological, psychophysiological, and psychophysical studies. The cognitive architecture is any particular set of processes and the serial or parallel interactions among them. The neuronal architecture relates to how a particular cognitive architecture is implemented in the brain by neuronal dynamics in distributed cortical areas, subareas, and neuronal populations. It is the relationship between the neuronal and cognitive architecture that underlies the interpretation of brain imaging data in the context of neuropsychological impairment. This requires a comprehensive and valid task analysis that specifies the cognitive architecture and enables mapping from the cognitive to the neural domain. The problems of specifying a complete task analysis are addressed below in the section “Issues.”

With respect to neuroimaging studies of cognitively impaired patients, the most seemingly straightforward application is the investigation of how a neuropsychological deficit is characterized in terms of abnormal brain function. The idea is that brain activity observed when patients perform a task can be compared with that when normal subjects perform the same task. Differences between patients and normals can then be ascribed to the neuropsychological syndrome. In other words, it might be expected that the alteration of neuronal responses in the damaged brain will shed some light on the physiological underpinnings of a cognitive deficit. There are fundamental limitations when using neuroimaging in this way. We will discuss these limita-
tions in the section “Issues.” The most critical point relates to task performance. By definition, patients will have reduced performance relative to normals on tasks that reveal a cognitive impairment. In severe cases, the patients may not be able to perform a task at all. In this case it is meaningless to perform neuroimaging experiments that attempt to compare normal and abnormal brain activity because failure to activate could be due either to a loss of neuronal responsiveness or to a failure to perform the task. Neuroimaging studies of patients are therefore interpretable relative to normal subjects only if (1) the patients retain the ability to perform the task normally or (2) the patients activate normally (i.e., one variable is kept constant).

Of course, these restrictions severely limit the range of experiments that can be performed in an ideal fashion with patients. They also have a critical impact on the types of questions that can be addressed. Nevertheless, it may still be possible to equate cognitive symptoms to abnormal neuronal responses when patients perform significantly above chance but significantly below normal controls. For example, in the case of reduced accuracy, analysis of functional imaging data can model correct responses separately from incorrect responses. Patients can then be compared to normals on trials (or blocks of trials) where performance is matched. This is most effectively achieved by analyzing single events (trials) using an event-related design (in fMRI or ERP studies), but if performance is only mildly impaired, it is also possible to analyze blocks of trials (in PET or blocked fMRI designs) where the mean normal and patient performances are the same. Another approach to discounting performance differences is to enter normal and patient response measures (e.g., reaction times) into the analysis as confounds.

Once performance is matched, abnormal neuronal responses can be attributed to changes in either the cognitive architecture (cognitive reorganization) or changes in the neuronal architecture (neuronal reorganization). Cognitive reorganization occurs when a patient uses a different set of cognitive processes to perform the same task either because a new cognitive procedure has been learned or because of increased demands on normal cognitive processes, particularly attention. Neuronal reorganization is mediated by changes in the strength of preexisting connections. It does not indicate a rewiring of the neuronal system because in the mature brain, neuronal systems and extrinsic connections are fully established. Changes in the strength of pre-existing connections may result from learning-dependent plasticity or may simply be a direct consequence of brain damage that can disrupt neuronal responses at, or distant from, the lesion site.

Evidence for either cognitive or neuronal reorganization (in the context of normal task performance) has implications for both abnormal and normal models of processing. In either case, abnormal activations fall into three categories: (1) activation is
greater for normals than for patients (underactivity); (2) activation is greater for patients than normals (overactivity); and (3) the same regions activate but there are alterations in the effective connectivity between regions. Table 11.1 summarizes how abnormal activation in the context of normal performance can inform abnormal models of cognitive processing.

Table 11.1
Informing Models of Abnormal Cognitive Processing from Abnormal Brain Activation

<table>
<thead>
<tr>
<th>Underactivation</th>
<th>1. Damage to local tissue</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2. Damage to distant tissue (e.g., a diaschisis)</td>
</tr>
<tr>
<td></td>
<td>3. Cognitive reorganization</td>
</tr>
<tr>
<td>Overactivation</td>
<td>1. Learning-related plasticity</td>
</tr>
<tr>
<td></td>
<td>2. Disinhibition of duplicated neuronal system</td>
</tr>
<tr>
<td></td>
<td>3. Cognitive reorganization</td>
</tr>
</tbody>
</table>

Table 11.2
Informing Models of Normal Cognitive Processing from Abnormal Brain Activation

<table>
<thead>
<tr>
<th>Underactivation</th>
<th>1. Redundant area (area not necessary for task performance)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2. Connections between damaged and underactive area</td>
</tr>
<tr>
<td>Overactivation</td>
<td>1. Duplicated neuronal system</td>
</tr>
<tr>
<td></td>
<td>2. Alternative cognitive strategies</td>
</tr>
</tbody>
</table>

greater for normals than for patients (underactivity); (2) activation is greater for patients than normals (overactivity); and (3) the same regions activate but there are alterations in the effective connectivity between regions. Table 11.1 summarizes how abnormal activation in the context of normal performance can inform abnormal models of cognitive processing.

Table 11.1 indicates that areas of underactivity in the patients could indicate damage to the tissue itself, damage to the inputs into the underresponsive region (a diaschisis), or changes in cognitive strategy (cognitive reorganization). In contrast, areas of overactivity in patients can reflect a disinhibition of a duplicate neuronal system that can implement the same task, learning-related plasticity, or cognitive reorganization. Table 11.2 summarizes how abnormal activation in the context of normal performance can inform normal models of cognitive processing.

Table 11.2 indicates that areas of underactivity (in the context of normal task performance) can be used to infer that normal activation was not necessary to perform the task (activation was redundant). If there is a known site of brain damage that is distant from a region of underactivity, we can also infer that the damaged region encompassed inputs to the underactive region (i.e., make implications about the normal connections between regions). Areas of overactivity in the patient (in the context of normal task performance) can be used to infer which regions of the brain are able to take over the function of damaged regions. The more difficult issue is to distinguish whether the functional reorganization is cognitive or neuronal in nature (see the section “Issues”). The ideas summarized in tables 11.1 and 11.2 are reprised in the next
section, which provides examples of the types of neuroimaging studies that can be performed with neurologically damaged patients.

FUNCTIONAL NEUROIMAGING OF NEUROPSYCHOLOGICALLY IMPAIRED PATIENTS

This section is divided into two parts. The first, “Informing Models of Abnormal Functional Anatomy,” provides examples of how functional imaging can inform models of abnormal processing; the second, “Informing Models of Normal Functional Anatomy,” provides examples of how functional imaging can inform models of normal processing.

Informing Models of Abnormal Functional Anatomy

The advantage of functional neuroimaging, as discussed above, is that it can identify distributed brain systems responding to a particular task. This means that, unlike the lesion deficit model, functional neuroimaging can detect (1) normal functionality at a site of brain damage, (2) abnormal functionality distant from the site of known brain damage, and (3) abnormal functionality in the absence of brain damage. Critically, some of these effects may be task specific, depending on which inputs are being used. In patients, for example, a nondamaged region can perform normally in some tasks and abnormally in other tasks, depending on whether input from a disconnected region is required.

Below we report functional imaging studies of (1) semantic dementia and (2) Broca’s aphasia, where dysfunctional integration can be attributed directly to structural damage; (3) studies of schizophrenia where there is no obvious anatomical damage to account for the functional disintegration; and (4) studies of language recovery following aphasia, where functionality is preserved by activation of peridamage tissue, duplicated neuronal systems, or cognitive reorganization.

“Semantic dementia” is the term used to describe patients suffering from a progressive deterioration in semantic knowledge and name retrieval while other cognitive and language functions remain relatively intact (Warrington, 1975; Sasanuma and Monoi, 1975; Hodges et al., 1992). The anatomical correlates, according to the lesion deficit model, lie in bilateral temporal lobes; cortical atrophy commences in the anterior temporal poles and then spreads posteriorly as the disease progresses. Application of the lesion deficit model leads to the inference that the damaged anterior temporal lobes are the site of the impaired semantic and naming processes. Functional neuroimaging allows us to evaluate whether patients show response changes in the damaged anterior temporal lobe or whether damage to the anterior temporal lobe results in abnormal activation in other (intact) regions of the language system.
This approach was used by Mummery et al. (1999) with four semantic patients and six age-matched control subjects. Semantic similarity judgments were used to activate the semantic system, and perceptual (visual size) judgments were used as a control condition. In order to exclude the possibility that the abnormal responses detected in the patients were a direct consequence of impaired performance (see above), scans in which patients had impaired performance relative to the normals were removed from the analysis. The results revealed that both patients and normals activated the left inferior frontal, left temporoparietal cortex, left middle temporal cortex, anterior cingulate, and right cerebellum. Unlike the normals, the patients did not activate the left posterior inferior temporal cortex or the right temporoparietal junction. Neither of these regions evidenced any structural damage on structural MRI scans, but damage to the left posterior inferior temporal region in other patients has been associated with naming deficits (Foundas et al., 1998) and may account for the impairment all the patients had in naming.

Remarkably, the regions where there was structural damage (the anterior temporal cortices) were more active in the patients than in the normals. These results demonstrate that the site of reduced activation was distant from the site of structural damage and suggest a functional disintegration between the anterior and posterior temporal cortices. If this is the case, we might expect the posterior temporal region to perform normally in other tasks that do not require input from the anterior temporal region. This has not yet been investigated with the semantic dementia patients. However, an example of how an underresponsive region can respond normally in one task but abnormally in another is given below in the context of patients with damage to Broca’s area.

Broca’s aphasia was first described at the end of the 19th century (Broca, 1861) in the context of a patient who had impaired speech production but relatively intact speech comprehension following damage to the posterior inferior frontal cortex in the left hemisphere (see above). By scanning such patients during language tasks they are able to perform, the effect of damage to Broca’s area on other undamaged cortical regions can be assessed. For this purpose, we (Price, Warburton, et al., 1999) assessed regional activation when four patients with lesions to Broca’s area performed a simple visual feature detection task on words, relative to the same task on consonant letter strings. Like the normal controls, all four patients activated a region of the left middle temporal lobe associated with semantic processing (Vandenberghhe et al., 1996) but failed to activate Broca’s area or a region in the left posterior inferior temporal cortex that is activated when subjects name visual or tactile stimuli (Buechel et al., 1998; Price, 1998).

The lack of activation in Broca’s area confirmed that damage to this region had rendered it dysfunctional. More interesting were the abnormal responses in the left
posterior inferior temporal cortex. This region is seldom damaged by stroke because it is supplied by the posterior and middle cerebral arteries. Therefore its function has not, until recently, been associated with naming using the lesion deficit model (Raymer et al., 1997; Foundas et al., 1998). Certainly, the effect of damage to Broca’s area on the left posterior inferior temporal cortex could not have been inferred without functional neuroimaging. The question that remains concerns whether damage to Broca’s area renders the left posterior inferior temporal cortex permanently inactive or whether dysfunctionality depends on the involvement of Broca’s area. This was evaluated in two ways. First, we note that it was not simply the case that the left posterior inferior temporal cortex failed to activate; the abnormal responses were characterized by a deactivation. In other words, the responses were determined by the task with decreased activation when interaction with Broca’s area was required. The second approach was to scan one of the patients again, using the semantic similarity paradigm described for the patients with semantic dementia (see above). In this paradigm, which emphasizes temporoparietal interactions, the region that showed under-activity during the implicit reading paradigm activated normally (and the interaction between paradigm and pathology was significant). The inference from both accounts is that responses in the left posterior inferior temporal cortex were context dependent, with abnormality expressed only when input from Broca’s area was required. In summary, functional neuroimaging can be used to assess the effect of brain damage on brain activity at, and distant from, the site of damage. The context-sensitive abnormalities detected in the left posterior inferior temporal cortex speak to the integrative nature of neuronal architectures.

We turn now to studies of schizophrenia where functional deficits have not been attributed to obvious anatomical damage. Schizophrenia is a psychiatric condition in which patients suffer from the intermittent recurrence of one or more of at least three symptom types: psychomotor poverty (a lack of volition, e.g., to initiate motor movements or speech); reality disorder (hallucinations and delusions) in the context of normal cognition; and disorganized and incoherent speech and thought. Studies that have attempted to correlate the syndrome, or particular symptoms of the syndrome, with changes in cortical responsiveness (see above) have revealed inconsistent results. For instance, some studies have shown reduced responses in the frontal lobes (Weinberger et al., 1988; Berman et al., 1988, 1995), whereas others have shown normal prefrontal responses (Frith et al., 1995; Fletcher et al., 1996).

The inconsistency has been related in part to the finding that hypofrontality correlates only with the expression of psychomotor poverty (Liddle et al., 1992) and in part to the fact that the performance of patients is not always matched with that of normals (Frith et al., 1995). An alternative explanation is that some of the symptoms of schizophrenia do not necessarily reflect a regionally specific pathology; rather, there
is abnormal integration between different regions that may function normally when they are not required to interact. This would account for why, in schizophrenia, a region such as the frontal lobe might show normal activity in some contexts and abnormal activity in others: the responsiveness of the frontal region depends on the neuronal architecture and implicitly on the cognitive architecture engendered by the task.

Studies of abnormal functional integration can be assessed by measuring changes in the functional connectivity between regions. Essentially these measurements are based on temporal correlations between activity in distant cortical regions. In electrophysiological studies, which record spike trains of neural activity, the temporal scale is on the order of milliseconds. In functional neuroimaging, which measures hemodynamic changes, the temporal scale is on the order of seconds and a significant correlation simply implies that activity (pooled over the time scale) goes up and down together in distant regions. Such temporal correlations imply functional connectivity that could be of two critically different types. One type results from direct connections between the correlated regions (i.e., activity changes in one region cause activity changes in another region). The second type does not imply direct connections between correlated regions, but different regions may share connections from a region that is the source of correlated activity. The important point of this distinction is that functional connectivity does not necessarily imply direct connections between correlated regions.

Studies of functional connectivity in schizophrenia have shown that there are abnormal correlations between activity in the prefrontal and temporal regions during word generation tasks. More specifically, in normal subjects, activity in bilateral superior temporal cortices during word generation (relative to word repetition) is negatively correlated with activity in the prefrontal cortex, but in three groups of patients with schizophrenia, activity in the left superior temporal cortex was positively correlated with prefrontal activity (see Friston & Frith, 1995). These results, illustrating a complete reversal of the large-scale prefronto-temporal interactions in the schizophrenics, indicate consistent abnormalities in regionally specific functional connectivity. The reversed correlations can be regarded as a failure of prefrontal cortex to suppress activity in the temporal lobes (or vice versa). One behavioral interpretation that has been offered by Friston and Frith (1995) is that the prefrontal regions are necessary for intrinsically generated behavior and the bilateral temporal lobes are sensory perception regions that register the consequences of behavior (Frith et al., 1991). A failure to integrate these two regions may impair (1) intrinsically generated action, as in psychomotor poverty, and (2) perception, as in hallucinations and delusions, when self-induced sensory changes are attributed to an external cause. In other words, coherent interactions between prefrontal cortices and cortices devoted to perceptual
representations may be crucial for the integration of intrinsically generated behavior and perception.

Further studies are being conducted to explore the prefronto-temporal disintegration in schizophrenia. As noted above, correlated activity could result from direct causal connections between the frontal and temporal regions or from shared influences from a third region. One hypothesis (Dolan et al., 1995) is that normal frontotemporal integration during the word generation paradigm is modulated by activity in the anterior cingulate (i.e., the anterior cingulate governs the negative correlations between frontal and temporal regions). This hypothesis could be tested with studies of effective connectivity (see Friston et al., 1997) and structural equation modeling. (See chapter 3 in this volume for further details on this sort of network analysis.)

Finally, we consider mechanisms of functional recovery. How patients might recover a lost function is one of the most crucial questions that needs to be addressed by imaging studies of brain-damaged patients. Structural indices of lesions (from conventional use of CT and MRI scanners) do not necessarily imply a complete loss of function, and it is sometimes surprising when a patient with a large lesion makes an unexpectedly good recovery. Functional neuroimaging, by contrast, can detect areas where a degree of functional responsiveness has been maintained even in areas that appear damaged in structural images. Typically these areas are around the region of insult (e.g., peri-infarct tissue) and sometimes within the lesion. Recovery of a lost function results either from the reactivation of tissue that was initially incapacitated (e.g., due to a reduction in edema) or from increases in the capacity of viable tissue until it can support a function that was originally executed by lost cells.

Functional imaging has an important role to play in evaluating the contribution of these mechanisms. However, to date it has probably been grossly underestimated. This is because functional imaging studies have usually been able to make inferences only by pooling data from different patients into one group and then comparing the patient group to a group of normal subjects (e.g., Weiller et al., 1995). Since peri-infarct activity inevitably varies from patient to patient, depending on the size and location of the lesion, it will not be detected in group-to-group comparisons. The demonstration of peri-infarct activity therefore relies on studies where each subject is analyzed individually.

In a study by Warburton et al. (1999), six patients with large left temporoparietal lesions who had lost, and then recovered, the ability to generate words were scanned six times during a word generation task and six times during rest. Data from each patient were analyzed independently and compared to a group of nine control subjects. In normal subjects, the word generation task (relative to rest) consistently activates a widely distributed system of language regions in the left hemisphere (in
particular the left prefrontal and posterior temporal cortices). By analyzing data from each subject individually it was possible to ascertain that half the normal subjects also activate the same set of regions in the right hemisphere. All six recovered aphasics also evidenced activation in the left prefrontal regions, all but one activated the damaged left temporal lobe, and half activated the right prefrontal and temporal cortices. The consistent activation in the damaged left temporal lobe in all but one patient demonstrated varying degrees of peri-infarct activity. This left temporal activity was not detected when the patients were pooled together for a group analysis. The conclusions of this study were that activations associated with cued word retrieval in the recovered aphasics were indistinguishable from those of the normal controls, except that in the presence of a lesion the activations were perilesional. Similar results have been obtained in a single case study of a patient who had recovered from auditory agnosia (Engelein et al., 1995). Furthermore, Heiss et al. (1997) have demonstrated, in a longitudinal study, that the recovery from aphasia is related to the reactivation of left hemispheric speech areas surrounding the area of infarction.

In contrast, other studies have suggested that recovery occurs following a laterality shift, with homologous regions in the contralateral cortex assuming the functions of the damaged region (e.g., Weiller et al., 1995; Buckner et al., 1996). Such a mechanism, when a different neuronal architecture sustains the same cognitive architecture, indicates that there may be a duplicated language system in the right hemisphere which can be bought into action, perhaps by disinhibition, following damage to the left hemisphere language system (see “Introduction”). However, there are a number of methodological issues that need to be resolved before such conclusions can be resolved, in particular, whether the patients (1) performed the task using the same cognitive architecture as normal subjects and (2) activated outside the normal range of controls. For example, the Warburton et al. study (1999) illustrated that almost half the normal subjects respond to language tasks by activating the right hemisphere. If these are the subjects who are most likely to recover following damage to the left hemisphere system, then patients who have recovered language abilities should ideally be contrasted to normals who also activate in the right hemisphere. Only when the patients (1) perform like normals and (2) activate more than normals with bilateral language function can inferences regarding disinhibition of a right hemisphere language system be made. To our knowledge, these criteria have not yet been met.

**Informing Models of Normal Functional Anatomy**

In the “Introduction,” we discussed how the lesion deficit model (with neuropsychological patients) is limited because although it is able to identify regions that are
necessary to perform a task, it does not establish the premorbid sufficiency of the damaged regions. For instance, a cognitive function can be impaired if the connections between two vital cortical areas are damaged (the connections are necessary for performance but they are not sufficient). In contrast, functional neuroimaging in normal subjects reveals distributed brain systems that can be considered sufficient to perform a task, but it does not distinguish the relative contributions of the subcomponents involved. Some activated regions may be superfluous to the task requirements (Price et al., 1996).

The joint and complementary use of neuroimaging and neuropsychology offers a fundamental advantage over either technique in isolation. Neuroimaging in normal subjects defines the sufficient set of regions (the neural architecture) for performing one task relative to another. Neuropsychology establishes the necessity of component brain areas in one of three ways. The first, most conventional, approach has been described above and involves identifying the lesion site associated with a functional deficit. By implication, this region was necessary for the specified function. The second approach looks at the effect of a lesion on a region identified in a neuroimaging paradigm. For example, a behavioral study of a patient with a right cerebellar infarct (Fiez et al., 1992) was motivated by the observation that functional imaging studies show activity in the right cerebellum during verbal fluency (Petersen et al., 1988). On nonmotor tasks, the patient showed deficits in completing and learning a word generation task but had normal or above normal behavior when performing standardized language tasks. In this instance, a neuroimaging study motivated a neuropsychological study and the neuropsychological study allowed inferences to be made regarding a subcomponent of the language system. The third approach involves inferences from patients who are not functionally impaired on a specified task but nevertheless have damage to parts of the system defined by neuroimaging. Here the damaged regions can be construed as not necessary. By designating each region in the sufficient system as necessary or not necessary, the critical system can be identified. However, the caveat is that some patients may be able to perform a task by activating peri-infarct tissue that appears to be damaged in routine structural imaging (see above). Another possibility is that functionality is preserved due to neuronal reorganization (e.g., involving the homologue region in the contralateral hemisphere; Weiller et al., 1995; Buckner et al., 1996) or cognitive reorganization. To discount these possibilities, functional imaging of the patient is a prerequisite.

Two attempts have been made to harness neuroimaging and neuropsychology in order to investigate the role of the prefrontal cortex in linguistic processing. Neuroimaging studies of patients with frontal lobe lesions are able to determine whether (1) patients retain the ability to perform some linguistic tasks without the left prefrontal
cortex; (2) there is peri-infarct activation in the left prefrontal cortex; or (3) there is compensatory activity in the right prefrontal cortex. In one study, Buckner et al. (1996) used functional neuroimaging and a stem completion task (generate words from word stems such as “TRO”) to demonstrate that a patient with left frontal lobe damage retained the ability to perform the task by activating the right inferior frontal cortex. In the other study Price, Mummery, et al. (1999) used semantic similarity judgments and found that a patient with a large frontoparietal lesion can perform the task accurately by activating temporoparietal regions in the absence of either left or right frontal activity. By discounting peri-infarct activity in the left frontal cortex and cognitive or neuronal reorganization in the right frontal cortex, this result indicates that the left prefrontal activity, consistently seen in normals, is not necessary to perform the semantic similarity judgment task.

If the left prefrontal activation is not necessary for semantic similarity judgments, why is it activated normally? One possibility is that it relates to implicit memory processes, but to confirm this we would need to show that the patient was less able to remember the stimuli at a later date. Another question that is raised relates to whether other regions of the semantic system are not necessary for task performance. An indication that the left posterior inferior temporal cortex is not required comes from the observation (reported above) that the patients with semantic dementia failed to activate this area during the same task. Is it possible, then, that there is no critical semantic area but, rather, that other components of the system are able to compensate if one area is malfunctioning? This hypothesis needs to be tested explicitly, but it appears that some of the left extrasylvian temporal regions are critical, because damage to the ventral anterior temporal cortex results in semantic deficits (Hodges et al., 1992), and damage to the posterior inferior parietal cortex can result in speech comprehension deficits (Alexander et al., 1989). The set of regions where normals activate, and damage results in an inability to perform semantic tasks, are those which will constitute the necessary and sufficient neural system. Ideally, in order to delineate the complete necessary and sufficient brain system involved in semantic similarity judgments (or any other task), we need to image patients with lesions to each component of the system identified in normal subjects. In this way, functional imaging and neuropsychology can be combined to make inferences about functional anatomy that could not be done with either alone. Figure 11.1 illustrates the inferences that can be drawn from neuropsychology, neuroimaging on normal subjects, and neuroimaging on patients.

The other important ways that functional imaging studies of patients can inform models of normal functional anatomy have been summarized in table 11.2. One relates to the effect that regionally specific brain damage has on the responses in
Figure 11.1
Examples of inferences that can be drawn from neuropsychology and the lesion deficit model, neuroimaging studies on normal subjects, and neuroimaging studies on patients. In the top row, the extent of the lesion is illustrated in black on models of the left and right hemispheres. In the second and third rows, respectively, the areas activated when normal subjects and the patient perform semantic similarity judgments relative to perceptual tasks are indicated in black. In the bottom row, the areas that are activated by each normal control but not by the patient are shown in black. Since the patient could perform the task within normal limits, we conclude that the left inferior frontal cortex is not necessary for semantic similarity judgments (see Price, Mummery, et al., 1999).
undamaged areas of the brain. For instance, the finding that the left posterior inferior temporal lobe failed to activate during semantic similarity judgments in the context of anterior temporal damage (Mummery et al., 1999), but not in the context of left frontoparietal damage (Price, Mummery, et al., 1999), indicates that during semantic judgments, inputs to the posterior temporal region come from the anterior temporal region. Similarly, the finding that in the context of left frontoparietal damage the left posterior inferior temporal cortex activated normally during semantic similarity judgments, but not during reading (Price, Warburton, et al., 1999), indicates that this region relies on inputs from the damaged frontal region during reading but not during semantic similarity judgments.

ISSUES

In this section, we address the issues encountered when designing and interpreting experiments that measure the brain function of patients with neuropsychological impairment. The key to interpreting neuroimaging results lies in experimental design and task analysis that allow one to disambiguate between a cognitive change, a neuronal change, or both.

The first consideration in designing experiments to study a brain-damaged patient is how the results are going to inform our understanding of the neuronal and cognitive architectures pertinent to that patient or the normal population. The critical observation in neuropsychological imaging is a differential pattern of activation in the patient relative to a normal group (a subject group-by-task interaction). As described above, this can be attributed to either neuronal or cognitive reorganization.

Distinguishing between Neuronal and Cognitive Reorganization

Neuronal reorganization (or plasticity) refers to the changes in a task-specific neuronal architecture that take place during learning or relearning in the normal or damaged brain. A key distinction can be made between plasticity that is “enduring” (the time course varies from hours to years) and plasticity that is “dynamic” (the time course ranges from several milliseconds to minutes). In the postdevelopmental period both are mediated by changes in the strength of preexisting connections (the efficacy of existing synapses is altered). Dynamic changes in connection strengths can be mediated by factors that are intrinsic or extrinsic to the neuronal processes themselves, such as the recent history of neuronal firing (e.g., facilitation, adaptation, and potentiation) or inputs from other neuronal populations that modulate connection strengths either by postsynaptic mechanisms or, more directly, by release of modulatory neurotransmitters such as noradrenaline. Enduring plastic changes consolidate
the dynamic changes into permanent changes. During development, new extrinsic
connections (axons that traverse the white matter from area to area) can be formed
through axonal sprouting and synaptic remodeling. However, in the mature brain, the
gross schema of extrinsic connectivity is thought to be fairly fixed.

The point that neuronal reorganization results from changes in a preexisting system
is an important factor for interpreting changes in neuronal activity following brain
damage. Another important point is that dynamic plasticity can be expressed in many
natural and experimental contexts, ranging from changes that underlie attentional
modulation to profound changes in the organization of somatosensory fields shortly
after deafferentation. For example, rapid neuronal reorganization can occur when a
system is disinhibited following deafferentation of the inhibiting inputs (Buonomano
& Merzenich, 1998). It follows that it would be incorrect to ascribe changes in atten-
tional set or disinhibition to substantial remodeling of the anatomical connections. In
summary, to demonstrate that neuronal reorganization of a dynamic or enduring
nature has occurred, it is necessary to show that the cognitive architecture (including
the attentional set and performance level) is the same in both patients and normal
subjects. This may not be possible, particularly because the cognitive architecture is
likely to change as the neuronal implementation changes. Similarly, if the cognitive
architecture changes, the underlying neuronal architecture is likely to change.

Cognitive reorganization takes place when a patient uses a different set of cognitive
processes to implement the same task, for instance, when a patient learns a particular
strategy to recover the ability to perform a lost function. A more specific example
is when dyslexic patients adopt a serial letter-by-letter reading strategy to compen-
sate for a deficit in parallel letter processing. In this case cognitive, but not neuronal,
reorganization has taken place. In order to demonstrate, with functional imaging,
that patients are using a different cognitive architecture to perform the same task,
reorganization at a neuronal level needs to be discounted. This would involve dem-
onstrating that an equivalent activation pattern is elicited in normals when they are
forced to use the same cognitive strategy as the patients. To our knowledge this ex-
perimental technique has not been explored, and it is likely to be extremely hard to impli-
cate. We are therefore left with a dilemma. In order to demonstrate that differential
activations reflect cognitive reorganization, it is necessary to show that there has been
no change in the neuronal architecture, and in order to infer neuronal reorganization,
it is necessary to exclude a change in the cognitive architecture. The distinction rests
on the task analysis. However, a task analysis is seldom sufficiently detailed to ensure
a constant cognitive architecture and thereby to demonstrate plasticity. Nevertheless,
there is a continuum of task analysis depth—the more detailed the task analysis, the
more valid the inferences about changes in neural implementation.
Task Analysis

There are several levels of task specification. At one extreme, there must be a one-to-one mapping between the cognitive architecture and its implementation; at this level, a change in neuronal dynamics implies a respective change in the functional correlates. At progressively coarser levels of analysis, where the elemental operations are less specified, many different functional operations could be employed to achieve the same task performance; a complicated relationship between the cognitive architecture and its neuronal implementation ensues. This may be seen as a one-to-many mapping (the same cognitive process can be implemented by different neuronal systems, e.g., in the right and left hemispheres) or a many-to-one mapping (different cognitive processes are implemented by the same neuronal system). The point being made here is that although any task analysis may be valid at its own level of specification, it is useful in discriminating between cognitive and neuronal reorganization only if it is as detailed as possible. If the task analysis is very unspecified in terms of the elemental operations, then implied differences in neuronal implementation (plasticity) between the normals and the patient become specious. We mean this in the sense that although differential activations may emulate a plastic reorganization of the neuronal implementation, this may simply reflect the fact that different subprocesses are being called upon at a cognitive level which have not been addressed in the task analysis.

Unfortunately, in practice, a task analysis will never be as refined or as comprehensive as one would like because certain attributes of cognitive processing are not amenable to measurement. For example, subtle changes in attentional or cognitive set may bring about plastic changes in the neuronal architecture through neuromodulatory mechanisms. One of the more important factors of this sort is time, because performing a given task continuously means that the temporal context is changing, and this may evoke time-dependent plasticity in the neuronal implementation. Another example is incidental and implicit processing that may not be required for a task (see Price et al., 1996). A complete task analysis therefore should include not only the processing components but also all the contextual factors that may influence them.

To summarize, in order to make sense of neuropsychological studies with imaging, one has to have a sufficiently comprehensive task analysis to enable one to say that the cognitive architecture elicited by task performance in the patient and the control group are identical. Only when this is the case does a significant interaction imply that plastic changes in neuronal implementation have occurred. If the cognitive architectures are not demonstrably equivalent, then cognitive reorganization may be an explanation. The nature of this reorganization and the underlying neuronal architecture can be defined when normal subjects are coerced into adopting cognitive strategies
that emulate those used by the patient (rendering the cognitive architectures the same). Clearly, demonstrating interactions when the cognitive architectures are not identical is still useful in highlighting candidate brain regions. However, it is logically impossible to ascribe these interactions to plasticity or to change in cognitive strategy unless the constraints described above are applied.

Finally, the interpretation of abnormal activations shown by a particular type of patient will be informative only when the normal functional anatomy of the cognitive task, and all the compensatory measures that might be used to perform it, are understood. The usefulness of patient studies can therefore grow only in relation to our understanding of normal functional anatomy, which in turn depends on neuroimaging studies of normal subjects.
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and semantic memory, 159
and semantic processing, 216–217f
and spatial attention, 82–84, 88–91
and striate modulation, 96–97
and task design, 31–33
and task state, 13f
and visual recognition, 138–143
and visual tasks, 57–58
Memory, episodic
brain regions associated with, 255–259
definition of, 253–255
encoding, 36–42, 260–263
and frontal cortex, 257–259
and functional magnetic resonance imaging (fMRI), 259–260, 279–281
and global amnesias, 255–256
and hippocampus, 59–60
and positron emission tomography (PET), 259–260
and priming, 337, 346–351, 347f, 349f
and retrieval, 263–266
versus semantic memory, 153–154
and thinking, 227–229
Memory, long-term, 58–62
and aging, 358–359
and visual tasks, 61–62
Memory, nondeclarative, 59
Memory, semantic, 153–179
and angular gyrus, 227–228, 228f
and aphasia, 160–162
and association tasks, 159–162
brain regions associated with, 218–220
and category-related activations, 171–179
and color recognition, 162–167
control tasks using word or picture stimuli, 220–221
decisions and language processing, 210–214
definition of, 153–156
and difficulties in object naming, 156–158
and difficulties in word reading, 156–158
deficit, 155–156
versus episodic memory, 153–154
and frontal cortex, 156–162, 157f
and functional magnetic resonance imaging (fMRI), 159, 216–217f
and fusiform gyrus, 156–162, 157f
and inferior temporal gyrus (ITG), 222–225
and language processing, 214–229
and middle temporal gyrus (MTG), 222–225
and nonsemantic tasks, 227–229, 228f, 229f
and object category-specific disorders, 167–170
and object identification, 56–58, 57f, 60f
and occipital cortex, 171–174, 172f
and perceptual tasks, 220–221
and phonological tasks, 221–223
and positron emission tomography (PET), 216–217f
processes, 214–229, 216–217f, 219f
and semantic association tasks, 159–162
and semantic decision, 159–162
and semantic dementia, 160–162, 385–387
Memory, semantic (cont.)
and semantic fluency, 158–159
and spatial location, 56–58, 57f, 60f
and temporal location, 56–162, 157f
and thinking, 227–229
and visual tasks, 160–162
and word generation, 229–233, 232f
Memory, working, 58–62
and active maintenance process, 296–304
and aging, 338, 351–355, 352f, 356
and Brodmann’s area, 297f, 302, 303f
central executive system and, 293–296, 304–306
definition of, 293–296
dual-task performance, 304–307
and event-related functional magnetic resonance imaging (fMRI), 299–302, 300f, 301f, 314f
functional imaging of, 296–309
functional subdivisions of prefrontal cortex (PFC) for, 309–310, 309f
and inhibitory activity, 339
and maintenance tasks, 314–318, 316f
and manipulation tasks, 314–318, 316f
and positron emission tomography (PET), 302
and posterior parietal cortex, 318–320
and prefrontal cortex organization by process, 314–318
and prefrontal cortex (PFC), 293–321
and premotor areas, 320–321
and processing speed, 338–339
and sensory-sensory associative learning, 63
and spatial location, 56–58, 57f
and structural equation modeling, 50f, 54–62, 55f
and theoretical basis for, 49
and working memory, 58–62
Neurocognitive aging. See Aging
Neuronal activity and functional magnetic resonance imaging (fMRI), 28–31
and glycolysis, 16–20
and positron emission tomography (PET), 28–31
reorganization, 394–395
Neuropsychology
and Alzheimer’s dementia (AD), 66f
and face recognition, 128–132
and semantic memory, 167–170
and visual recognition, 109–113
and working memory, 58–62
Object identification, 56–58, 57f, 60f
and Alzheimer’s dementia (AD), 66f
versus face recognition, 128–132
and semantic memory, 167–170
and visual recognition, 109–113
and working memory, 58–62
Optic aphasia, 112
Orthographic stimuli, 187
frontal lobe activation by, 208–209
and nonorthographic stimuli, 206–209, 207f
Oxygen consumption and brain blood flow, 11–12, 14–20
and cerebellar diaschisis, 14–15
Palsy, supranuclear, 80
Parahippocampal place area (PPA), 130f
Perception
and aging, 336–337, 344f
attention and language, 56–58
and inferior frontal gyrus (IFG), 220–221
and perceptual load, 98–103, 102f
quantitative properties of, 98–99
and salience of stimuli, 89–90
Phonetics, 187
Phonology, 187
and aging, 338
brain regions associated with, 211–212
and inferior frontal gyrus (IFG), 211–212
and language processing, 209–211
and semantic memory, 221–223
and short-term memory, 213–214
and supramarginal gyrus, 212–214
Place recognition, 131–132
Positron emission tomography (PET). See also Functional neuroimaging
and aging, 343–346
and blood oxygen level dependent (BOLD) signal, 15f
and brain blood flow, 8f
of brain-damaged patients, 383
and central executive control, 304–306
and control state, 13f
development of, 3–4, 7
and episodic memory, 259–260
and episodic memory encoding, 37
and event-related potentials (ERPs), 92–95, 94f
and excitatory activity, 29
and hemodynamic changes, 29–30
and inhibitory activity, 29
and language processing, 191–194, 193f
limitations of, 28–31, 28f
and loose task comparisons, 37–39
and network analyses, 50, 67–68
physiological basis of, 28–31
and posterior parietal cortex, 318–320
and semantic processing, 216–217f
and spatial attention, 82–83, 85–88, 90–91
and task design, 31–33
and task state, 13f
and working memory, 302
Priming, 337, 346–351, 347f, 349f
Prosopagnosia, 113–115
and fusiform face area (FFA), 128
and object-related visual motion, 173–174
and speech perception, 200–202
Syntax, 187
Systematic covariation and event-related potentials (ERPs), 97–98, 98f
Task state, 7–8, 9f, 10f. See also Blocked task designs; Control state; Visual tasks
and aging subjects, 363–364
and blocked designs, 32–33, 37
and functional magnetic resonance imaging (fMRI), 13f, 31–33
and loose task comparisons, 37–39
and neuropsychologically impaired patients, 396–397
and partial least squares (PLS) analysis, 51–56, 52f
and positron emission tomography (PET), 13f, 31–33
and semantic processing, 55f, 214–229
and sequential performance of two tasks, 304–306
and structural equation modeling, 54–62, 55f
and task design, 31–33
and word retrieval, 162–167
and working memory, 306–307
Temporal lobes
and aging, 357–358
and category-related activations, 173f
and category-specific disorders, 170–171
and color recognition, 164
and language processing, 224–225
posterior ventral, and word generation, 232
and semantic memory, 156–162, 157f
Speech perception, 195
brain regions associated with, 198–199
and nonspeech sounds, 199–202, 201f
and nonword speech sounds, 202–204
and Wernicke’s area, 198
Striate modulation and event-related potentials (ERPs), 96–97
Stroke, 14–15
Stroop effect, 189
Structural equation modeling, 50r, 54–62, 55f
and aging subjects, 63–67
and developmental dyslexia, 67
and network analyses, 67–68
and sensory-sensory associative learning, 61–62, 62f
and working memory, 59–60
Sulcus, intraparietal, 86–87
Sulcus, superior temporal (STS)
and biological motion stimuli, 133
and letters, 206–208
and nonword speech sounds, 202–204
and object-related visual motion, 173–174
and speech perception, 200–202
Sulcus, intraparietal, 86–87
Sulcus, superior temporal (STS)
and biological motion stimuli, 133
and letters, 206–208
and nonword speech sounds, 202–204
and object-related visual motion, 173–174
and speech perception, 200–202
Systematic covariation and event-related potentials (ERPs), 97–98, 98f
Task state, 7–8, 9f, 10f. See also Blocked task designs; Control state; Visual tasks
and aging subjects, 363–364
and blocked designs, 32–33, 37
and functional magnetic resonance imaging (fMRI), 13f, 31–33
and loose task comparisons, 37–39
and neuropsychologically impaired patients, 396–397
and partial least squares (PLS) analysis, 51–56, 52f
and positron emission tomography (PET), 13f, 31–33
and semantic processing, 55f, 214–229
and sequential performance of two tasks, 304–306
and structural equation modeling, 54–62, 55f
and task design, 31–33
and word retrieval, 162–167
and working memory, 306–307
Temporal lobes
and aging, 357–358
and category-related activations, 173f
and category-specific disorders, 170–171
and color recognition, 164
and language processing, 224–225
posterior ventral, and word generation, 232
and semantic memory, 156–162, 157f

Reading. See Language processing; Word retrieval
Retinotopic mapping, 84–85
Retrieval of episodic memories
experimental comparisons of, 265–266
and functional magnetic resonance imaging (fMRI), 263–264
Schizophrenia, 63, 387–389
Semantics, 187
Sensory-sensory associative learning, 61–62, 62f
Shape analysis, 116–117
Temporal lobes, medial (MTL)
and encoding of episodic memories, 266–269
and episodic memory, 59–61, 255–256
and retrieval of episodic memories, 269–270
and semantic memory, 156–162
structure of, 256–257
Thalamus, 80–81
Transcranial magnetic stimulation (TMS), 67–68
Visual evoked potentials, steady-state (SSVEP), 95–96
Visual recognition. See also Cortex, visual;
Fusiform face area (FFA); Visual tasks
and aging, 344–346
and agnosia, 113–114
and alexia, 114
and apperceptive agnosia, 110–111, 111f
of biological motion stimuli, 133
category-specific mechanisms for, 113–115
cognitive theory of, 109–110
cortical regions associated with, 134–136, 136f
and cortical specialization, 136–143
dissociable stages in, 110–113, 111f
and face selectivity, 120–125
and functional magnetic resonance imaging
(fMRI), 138–143
and fusiform face area (FFA), 117–128, 118f,
119f, 122f
and language processing, 134–136, 204–209
of letters, 205
of living versus nonliving things, 114–115,
132–133
and mental imagery, 141–142
neuroimaging of, 115–116
versus object identification, 128–132
and occipitoparietal activations, 115–116
and parahippocampal place area (PPA), 128–132, 130f
and place recognition, 131–132
and prosopagnosia, 113–115
and semantic memory, 112–113
and shape analysis, 111, 111f, 116–117
Visual tasks. See also Cortex, visual; Fusiform face
area (FFA); Visual recognition
and aging, 336–337
and functional magnetic resonance imaging
(fMRI), 57–58
and long-term memory, 61–62
and reflexive movements, 85–86
and selective attention, 57–58, 75–76
and semantic memory, 160–162
and sensory-sensory associative learning, 61–62,
62f
and spatial attention, 76–82
and structural equation modeling, 56–58
and voluntary movements, 85–86
Wernicke’s area
of brain-damaged patients, 381–382
and speech perception, 198
Word retrieval. See also Language processing
cortical regions associated with, 134–136
in language processing, 189–190
and semantic memory, 162–167, 229–233, 232f